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Measurements of the Thermal Diffusivity of
Aluminum Using Frequency-Scanned, Transient,
and Rate Window Photothermal Radiometry.
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The thermal diffusivity of various types ol aluminum has been measured, using
a completely noncontact  experimental  configuration  based on infrared
photothermal radiometry. Photothermal response transients, conventional fre-
quency scans. and pulse duration- or repetition rate-scanned rate windows have
been investigated. It has been shown that the conventional frequency scan is not
suitable for measurements of aluminum with a short thermal transport time
such as foils, due to an extremely degraded signal-to-noise ratio (SNR). Also, it
has been found that the conventional frequency scan method is less sensitive to
the actual value of thermal diltusivity than the rate-window scan. The rate-
window method, furthermore, gives superior SNR especially for thin metals and
yiclds excellent agreement between the theory and the data. An advantage of the
pulse duration-scanned rate window mode is that it does not require knowledge
of the instrumental transter function as an input. The transicnt response gives
the worst SNR but is best for the physical interpretation of the photothermal
signals. In addition, it has been shown that the infrared photothermal
radiometric transmission mode is less sensitive Lo surface roughness than the
reflection mode and, therefore, is preferable for thermal diffusivity measurements
of aluminum and of good thermal conductors, in general.
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1. INTRODUCTION

There has been a renewed interest in developing new methods of deter-
mining the thermal diffusivity of materials in recent years. For metals. in
particular. this 1s largely a result of many new applications at elevated
temperatures.

Thermal diffusivity is a thermophysical property which gives both
direct and indirect information on materials. The direct knowledge of the
thermal diffusivity of a material facilitates the modeling of the cooling and
heating of machinery. heat-resistant coatings, heat sinks, or spreaders.
Also. indirect information (i.c.. specific heat. effusivity or the thickness of
the coating in some cases) provided by thermal analysis is very useful for
the nondestructive depth profiing of surface-modified metals [1] and.
potentially, for the quality control of manufactured metal sheets. Apart
from its own importance. determination of the thermal diffusivity of a
material, x. also yields the value of the thermal conductivity, k. of a
material, with known density p and specific heat ¢, from [2, 3]

x=kipc (1

Thermal diffusivity is determined by dynamic (time-dependent) heat
flow methods. These methods are characterized by their relative speed and
accuracy and have increasingly become more popular than the steady-state
conductivity measurements.

Three signal generation and detection photothermal techniques have
been used and compared in this work to determine experimentally the ther-
mal diffusivity of aluminum: conventional periodic, transient, and novel
hybrid heat-flow methods. In the periodic thermal-wave method, a sample
of known thickness is irradiated with a harmonically modulated laser
beam, and the periodic temperature at the front or at the back surface of
the sample is monitored at several modulation frequencies ({frequency-scan
method). The frequency-dependent thermal diffusion length is u(f) =
(a;mf)' = (Refl 3, Chap. 2.6), where f is the modulation frequency. u( /) is
related to the phase lag of the detected temperature (thermal) wave with
respect to the heat source, which may be monitored using a lock-in
amplifier. Thermal diffusivity can be calculated directly from the phase of
the photothermal signal. In the transient photothermal heat flow
method,"" a sample of known thickness is irradiated on one side with a
laser pulse; then the evolution of the temperature on either side is
monitored and the rate of decay is related to the diffusivity.

Photothermal rate-window (RW) spectrometry [S] is a new technique
which combines the simplicity of the interpretation of time-domain measure-
ments and the high-precision measurement feature of the rate-window
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extremum. When using a lock-in amplifier (LIA) to set up the rate window,
the technique exhibits a superior signal-to-noise ratio {SNR) even when
used with infrared photothermal radiometry at low temperatures [6]. The
output signal e, (T,) of a linear filter responding to a transient input
signal e,,(7) can be determined by a periodic reference signal e, (1, Ty),
which establishes the rate window over the pulse repetition period T,

T
ol Ta) = 1/T, | " eult) ennlt. T) di (2)

Photothermal RW detection with a LIA as a filter and demodulator
yields the fundamental coefficient of the Fourier series into which the
repetitive input transient thermal waveform may be expanded [7]. As such
it can be labeled as a technique intermediate between frequency and time
domains (“hybrid”). The RW technique is a derivative operation method
for measuring the decay time constant of the thermal transient. By match-
ing the instrumentally set RW to the decay time constant of the transient
through scanning the period or pulse duration, one measures the thermal
diffusivity of the sample from the maximum of the resulting RW signal. The
maximum position of the RW signal is very sensitive to the thermophysical
properties of the sample because of the derivative nature of the method.

A popular photothermal technique well suited for noncontact thermal
analysis of solids is photothermal radiometry (PTR) [8, 9]. It relies on the
detection of variations in the infrared thermal radiation emitted from a
sample that is excited by electromagnetic radiation (typically from a laser)
of modulated intensity. The temperature of the sample increases as the
result of the optical energy absorption and subsequent nonradiative de
excitation. A simple theory of PTR was given by Nordal and Kanstad [8],
who introduced the technique. The radiant energy W per unit area emitted
from a gray body of emissivity ¢ and absolute temperature T is given by the
Stefan-Boltzmann law:

W=¢oT? (3)

where ¢ is the Stefan-Boltzmann constant ¢=1 corresponds to an ideal
blackbody. If an opaque solid is irradiated by an optical pulse of energy £
at wavelength 4 that is absorbed at the surface of the body, resulting in a
small temperature rise ST(E), the total radiant energy is increased by

OW(E) = 4eaT? 6T(E) (4)

provided that 67<T,(T, is the background solid temperature from
which the excursion 6T occurs).

840 18 1-15
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Back-scattered PTR is sensitive mostly to the sample surface tem-
perature rather than to the bulk temperature, provided that the sample is
opaque in the wavelength range used for detection. It is therefore used to
measure directly the sample surface temperature without regard to the size
or thickness or shape. Transmission PTR is sensitive to both the surface
and the bulk of the sample in which conduction heat transfer occurs.

The purpose of this work is to compare frequency-scanned, transient,
and RW photothermal radiometric techniques regarding their ability to
measure the thermal diffusivity of various types of aluminum, as repre-
sentatives of a class of difficult-to-measure, high-thermal conductors.
A reliable model for interpretation of the data has also been developed.

Two variations of the PTR lock-in RW spectrometry have been used:
a pulse duration scan and a period scan. In the pulse duration-scan
method, the period of the modulation is constant (a single frequency),
while the pulse duration is scanned. Therefore, the inherent advantage of
pulse duration-scanned RW spectrometry lies in the invariance of the
instrumental transfer function during the experiment [7].

2. INSTRUMENTATION AND METHODOLOGY

A schematic diagram of the experimental system used for all photo-
thermal radiometric measurements in both modes (reflection and transmis-
sion) is shown in Fig. 1. An Ar™* laser (INNOVA-100-15) operating at
514.5 nm and with a purely TEM,,, mode having modulated power up to
300 mW on the sample surface was employed as the thermal waveform
generator. The spatial resolution of the experiments was limited by the
spot-size of the laser beam.

The laser was modulated by an acoustooptic (A/O) modulator
(ISOMET 1201E-1). The beam spot size on the sample surface was 10 mm,
unless otherwise stated. This allowed the comparison of the photothermal
data with a one-dimensional heat diffusion model. Removable mirrors were
used to direct the beam on either the front or the back surface of the sample.
The blackbody radiation emitted by the sample surface was collected and
focused onto the detector using off-axis paraboloidal mirrors. The heated
area of the sample surface was centered around the focal plane of one mirror
and the detector was at the focal point of the other mirror, Fig. 1.

The detector was a liquid nitrogen-cooled photoconductive HgCdTe
[ mercury-cadmium-telluride (MCT) sensor; EG&G Judson Model
J15D16-M204] with an active area of | mm~ and a spectrally sensitive
range of 2-24 um. A germanium window with a transmission bandwidth of
2-13 ym was mounted in front of the detector to block any visible radia-
tion from the pump laser.
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Fig. 1. Schematic diagram of the experimental setup for both backscattering
{laser beam represented by solid lines) and transmission (laser beam represented
by dashed lines) photothermal radiometry measurements.

The signal was amplified by a compatible preamplifier (EG&G Judson
Model PA-350) before being fed to the digital LIA (Stanford Research
System Model SR850). A “coarse adjustment” resistor was installed in the
preamplifier to compensate roughly for the dc offset level produced by the
detector in the absence of the radiometric signal. Since this dc offset
changes with time and background conditions, periodic manual tuning was
allowed for.

For measurements of transient signals, a fixed period was used with a
specified pulse duration. Coadded and averaged data were collected using
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an HP 54200D digitizing oscilloscope instead of the LIA. By using different
software programs to generate pulses for the A/O modulator to control the
pulse profile, duration, frequency, or repetition period, frequency scans,
square pulses, or RW scans could be easily implemented.

3. MATERIALS

Steel and a zirconium-niobium alloy used in the nuclear pressure tube
industry were used primarily to test the theoretical formalism and as a
reference for an instrumental phase correction or for comparison with
aluminum samples.

The dimensions of the Zr—-Nb sample were 25.4 x 254 x 4 mm". It was
considered a semiinfinite metal in these measurements. Steel samples
(stainless steel 304) used in the present work included a “semiinfinite”
sample 50 x 50 x 50 mm* and three samples of “finite” thicknesses of 0.25,
0.5, and 0.75 mm, respectively.

Three kinds of aluminum samples were also used. The first was the
well-known commercial AA6061-T6 aluminum alloy, designated here
“Group 1.7 Five square samples, 25.4 x 254 mm?-, of different thicknesses
were machined from a homogeneous piece.

Another kind of sample was aluminum foils and thin layers [10],
designated “Group 2.” This group included several alloy samples of varying
thicknesses: type AA1145-HI18 (hard rolled) and type AA1 100-O (soft
rolled). The concentration of pure aluminum in the former was at least
99.45%: in the latter it was 99.0%.

The third group, “Group 3.” consisted of a plate of single crystal
aluminum [10]. The plate comprised five regions having different grain
normal orientations and a mean thickness of 2.5 mm. The orientations of

Table I.  Group 3 Orientations of Grain Normals w.r.t. Horizontal Axes of
Single-Crystal Aluminum?

Thermal
Region diftusivity
No. Thickness (mm) @ (deg) @ (deg) (10 m.s )
1 25 41.1 475 8.3+ 0.1
2 253 17.8 16.6 94+0.1
3 2351 10.1 223 9.5+ 0.1
4 251 4.1 9.8 95+0.1
5 255 5.4 1 9.5+0.1

“ For the definitions of @ and @. see Fig. 2. The thermal diffusivity values were obtained using
pulse duration-scanned rate-window transmission PTR.
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the normals were determined by the back-scattered X-ray Laue method
and are shown in Table I. It can be seen from the stereographic projection
in Fig. 2 that grain 1 lies almost parallel to the {111} crystallographic
direction, whereas most of the other grains are closer to the {100} plane.
The crystal structure of aluminum is face-centered cubic (FCC) with a
coordination number of 12, the most efficient packing factor of which is
0.74. The most close-packed direction in FCC is the {100) and the most
close-packed plane is the {111}.

Since the thermophysical properties depend on both the structure and
the processing history of metals, in order to obtain good radiometric SNR

A |001]

° / {010}

(a)

[160]

(b}

Fig. 2. (a) Crystallographic coordinates: and (b) Stereographic pro-
jection of an Al plate with five single-crystal grains.
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and reliable data, both surfaces of all samples were kept smooth and clean.
Experiments with some aluminum samples indicated that controllability of
the surface condition was extremely important for thermal difTusivity
measurements. The backscattering detection mode proved to be especially
sensitive to this factor. Therefore thorough cleaning with methanol and
polishing with fine-grain sandpaper of these surfaces were required before
the experiments. On the other hand, good agreement between theoretical
predictions and experimental data from metals with a lower thermal
diffusivity, steel and Zr-Nb, was achieved without polishing, but only
cleaning, in order to get better signals and reproducible data.

4. THEORETICAL

4.1. Time-Domain Heat Conduction Boundary Value Problem

4.1.1. Single Pulse Response

According to Eq. (4), the PTR signal is expected to be proportional to
the surface temperature excursion d7=0(r=0,1)=T(r=0,1)—T, for
small thermal perturbations in a solid.

Existing theoretical models failed to predict the experimental responses
of the aluminum samples to the photothermal source. Therelore, it became
necessary to construct an appropriate one-dimensional heat diffusion
model to calculate the thermal diffusivity of aluminum, which would also
be capable of describing the responses of steel and Zr-Nb alloy as special
cases. The major problem with the existing models appeared to be the
assumption of adiabatic boundary condition at the solid—gas interface [4]:

%9(.\',I)I\A=“=O (5)

However, discrepancies between the adiabatic theory and the
experimental data clearly indicated the presence of some interfacial heat
loss and the need to change boundary conditions by taking a
phenomenological “radiation” boundary condition into consideration [3].
The one-dimensional diffusion equation governing the evolution of the
position {x) and time {f)-dependent translated temperature O(x, t) inside
the sample in Fig. 3 after the absorption and nonradiative energy conver-
sion of the light is

0°0(x, 1) _loe(x. 1
ox’ o Ot

=0 (6)
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Fig. 3. One-dimensional geometry for the heat conduction problem in a solid with thermal
diffusivity . thermal conductivity k. heat transfer coefficient /. and thickness L. Q(r)
represents the heat flux at the solid-gas interface v=0. The inset shows the temporal
lineshape of Q1) {or puised PTR.

with the following boundary conditions

00O(x,
D e+ o, x=0 (7a)
_kﬁ%’_)zj,@@,f), x=L (7b)

where /1 is a phenomenological (most likely composite) “radiation” heat
transfer coefficient.

Theoretical consideration of the convective part of the heat transfer
coefficient can be performed through calculation of the Grashof number.
The Grashof number (Gr) represents the ratio of buoyant to viscous forces
and controls the rate of heat transfer for free convection [11]:

Gr=p*(T,~T,)d")v’ (8)

where f* in K "' is the coeflicient of thermal expansion, g is the accelera-
tion of gravity (9.81 m-s ?), d is the diameter of the solid-gas interface in
cm, and v is the kinematic viscosity of air (1.568 x 10~* m*-s~'). Under
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maximal surface heating through a square pulse of duration ¢, the rise in
the surface temperature can be written

*
5T(T)=Q \/; 9
pck

where O* is the modulated laser power (3000 W-m ~*), and p, ¢, and k are
thermophysical properties of the sample (for Al, p=2700 kg-m *
¢=1006 J.kg '-K~' and k=200 W-m '-K ') [12]. Since the tem-
perature (7=300 K) does not change significantly in the experiments (67
is 0.13 K), the heated spot diameter is small, and the coefficient of a
thermal expansion (for air) is proportional to 1/7, it is found that Grx 17.
For a Grashof number less than 2000 the convective part of the heat
transfer coefficient is practically nonexistent [11], therefore convection
may be ignored. A recent PTR study of solid~gas interfacial convection has
measured convective /s values consistent with the foregoing calculation of
the Grashof number [ 13]. Further discussion of the physical nature of the
phenomenological /1 coefficient is presented later.

There are several analytical methods for solving the boundary value
problem of Egs. (6) and (7). Green’s function method is a convenient one.
For a thermal field with a bulk source p(x, r), one obtains [ 14]

ot
O(x, 1) =E j” dt(,J G(x, t]xq. ty) plxy, 1) dx,

xq

' a
+a [ dt, ”S [ G(x, tx,. ty) F O(x,. 15) —Olxy, ty)

4] 3]

0
x — G(x, t|x,, t”)} ds
ony,

+j' O(x,, 0) G(x, 1]x,, 0) dx, (10)

Y

where n, is the inward normal to the spatial region defined by the solid
volume. S is the surface surrounding this volume. In the 1-D geometry in
Fig. 3, S degenerates to the two points x =0, L. Therefore, in the absence
of the bulk sources, p(x, t) =0, and Eq. (10) becomes

.+

L
@(—\‘sf):j @(.\'(,,O)G(_\‘,Il,\‘(,,O)d.\‘()-i-%j G(.\‘,th, tl,)Q(I(,)dT(, (11)
0 0
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When expanded in terms of eigenfunctions of the boundary value
problem of Eqgs. (6) and (7), Green’s function can be written [15]

G(x, 1]y, 1) =Z e s - u,(x)u,(xy) (12)

1

In order to obtain the eigenfunction set {u,} and the corresponding
eigenvalue spectrum {4,} the following auxiliary equation was taken into
consideration:

du,(x)

dx’

+iu,(x)=0 (13)

subject to the boundary conditions

kB 0 (14a)
dy ..
and
—,1\'51M =hu,(L) (14b)
dy |._,

The solution to this auxiliary boundary value problem leads to the
following eigenvalue equation:

4. L Bi
2cot(4, L) =—"—— 15
cotta L) =—pr =51 (15)
where Bi is the Biot number defined as
hL
Bi=— 16
i T (16)

Equation (15) was solved numerically as a system of two equivalent
equations calculated simultaneously using the bisection method [16]:

}L,,L Bi
tan <T>=;,,—L (17a)

and

Cot<A”—L>=— Bi (17b)
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The eigenvalues in the representation of Eqs. (17a) and (17b) were
tabulated by Carslaw and Jaeger [3]. The eigenvalues obtained with the
bisection method fully agree with those values. Though either Eq. (15) or
Egs. (17a) and (17b)} can be used in calculations, using the system of two
equations [16] proved to be numerically simpler, with the added advan-
tage that the calculated values can be readily checked against the reference
[3]. Although there is no limitation on the number of roots of the trans-
cendental equations (15) and (17), in this work the number of calculated
eigenvalues for each Biot number was restricted to 10. The reason for this
limitation was purely numerical; however, it was verified that this number
was suflicient for the photothelmal signal to saturate.

The eigenfunction set {u,} is given by

u,(x)=cos(A,x)+ M, sin(4,x) {18)
where
Bi
M,=— 19
" AL (19)

{u,} can be shown to be orthogonal for x€ [0, L] and therefore forms
a basis for the expansion of any function of x. To make it orthonormal, the
condition

n

IA
K [ ux)de=1 (20)
Y0

may be defined, leading to orthonormal eigenfunctions,
u,(x)=K,[cos(i,x}+ M, sin(4,x)] (21)
where

K= (22)

B udn) dy

Performing the integration in Eq. (22) and substituting Eq. (21) into
Eq. (12) yields
Glx, 1] Xy 1) =

, Z { [cos(4,x)+ M, sin{ /@,, )] [cos(4,xy)+ M, sin(4,x,)] }
T2 1+ M) L+1/ 240401 = M) sin(24, Ly +2M [ 1 —cos(24, L) ]}

X e 1/',;](! 1) (23)
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Assuming the initial condition @(x,0)=0 and using Eq. (23) in
Eq. (11) gives the following expression for the photothermal field:

o I3
O(x,. )=~ G(x,1]0,1,) Q1) dt,=
/\ 0

I\)

’Z { cos(4,x)+ M, sin(4,x)
~ LU+ M) L+ 12,041 = M;)sin(24,L)+2M,[ 1 —cos(24,L)]}

i "
xe o J O(1,) e =" dt, (24)
{1

4.1.2. Infinite Pulse-Train Response

Further calculations were performed taking into account the
experimental fact that one deals with a superposition of an infinite number
of prior pulses forming the dynamic steady-state background value of
transient photothermal signals. Defining

J1) = J Olto) e dt, (25)

(8]

then extending the time interval [0, 1] to include all (m) earlier transients,
of duration 7, and repetition period T, J{t) becomes

' 7o+ 1,
J)y=9, {J“ L’w""' dry + ‘['l‘ e o dt,

pmmlo 4 i o
+ . +J ez/.,,ln df(,} (26)

mTy

At the end of (1n—1) prior pulses, when m>1, J(1) can be shown to be

’L/.i{l,_ m .
JLt=m—=1)T,]1= Qe 2 1) Z il (27)

3
ain =0

Hence,

s - (m— 1) xA Ty B
e ”'"’J,,,(t)l,:(,.,mﬁg{l—*—] (exr—1)  (28)

5 -
a}({-] —e” 1, T

The limit of Eq. (28) when m — = is

5 v — |
lim {e * DT L= 1) T,]) =22 (e————> (29)

m— 0(/1,", 1 —e xay T
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and therefore at time A7 after an infinite pulse train, the factor ¢ 1 J(1) in
Eq. (24) can be written compactly as

e =2 (

32
ak;

(}’“ﬁ‘_/’ —1

L7 T

s - 1t >
>L’ - Ay IIJ Q( [”) ()u,,/u (If‘, (30)
1 —e¢ 0
The final expression for @(x, A1), for times shorter or longer than the
pulse duration, is
20, & 1

QA'.Af =— -
(x, 41) i =

n=1"n
y { cos{ A, x)+ M, sin(4,x)
(14 M) L+ (122,01 —M;)sin(24,L)+2M,[1 —cos(24,L)]}

et — ] : ;2
e AL M + 1 —e- A, l/’ Af S T/w

37
()7’1: n__
x 2 ! (31)
et — ] -
. ()1/.,', ' e L l/. A[ > T
e T r

The infinite pulse train (number of prior pulses) included in Eq. (31)
can be readily used in the analysis of photothermal transients obtained
from either back scattered (x =0) or transmission (x =L} PTR.

4.2. Frequency-Domain Heat Conduction Boundary Value Problem

The 1-D diffusion boundary value problem defined by Eqgs. (6) and (7)
can be solved in the frequency domain using a combined Laplace-Fourier
method. Defining the Laplace transform of the temperature field in the
usual manner,

’

Ox.s)=| e “@ix.1) dr (32)

)
transforms the boundary value problem as follows:

d*O(x, 5)

= gY@(x, s) =0, o=./s/x (33)
dx*

with

de(0, s)
dx

—k = Q(s) - h6(0, s5) (34a)
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h

and

dO(L, s)

—k dx

=hO(L.s) (34b)

The solution for the system of Eqs. (33) and (34) when evaluated at
v=0, L is, respectively,

(Aa+l1)+(ko—lz)e 2ol
610.5)= Q) (ko + 10! — (ko —h)? (352)

and

2kaQ(sye "k
(h+ko) —(ka—h)e "

O(L, 5)= (35b)

Now a Fourler representation of Egs. (35a) and (35b) may be
obtained in the frequency domain by letting s - i, so that o = (iw/x)" "
and O(s) — Q(t) = (1,/2) e,

Using these expressions for o and Q7). Eqs. (35a) and (35b) can be
written as

= 2L
0.0 7k(a]~i(—)/1//\){llj)f;e 3”’} e (36a)
and
NI~ { < J e (36b)
Ko+ k) | 1= L
where

y="[o—(h/k)1/[o+ (k)]

1 2
sl —wr, 201, —[1 —(wr,)"]

:1+(mr,,)‘

+i[ = 2wt,+ (1 +wr,) S 201,11} =1+iQ (37)

In order to simplify the numerical calculations and facilitate the
theoretical fits to the data in the form of PTR signal amplitude and phase
polar coordinate representations of Eq. (37) were obtained.
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5. EXPERIMENTAL PROCEDURE AND RESULTS

5.1. PTR Signal Generation and Characterization

To study the dependence of the experimental results on the laser beam
size and thus assess the dimensionality of the problem, experiments were
performed with semiinfinite AA6061-T6 aluminum from Group | and with
the semiinfinite Zr-Nb alloy. Both samples were irradiated by laser beams
of different sizes and data were obtained in the reflection mode of the fre-
quency scan. The frequency range was from 10 to 210 Hz. Figure 4 shows
the dependence of the modulated signal on the laser beam size. The PTR
phase was used as the criterion for attaining 1-D behavior, rather than the
PTR amplitude, because the former is more sensitive to dimensionality
[17], becoming independent of modulation frequency in the 1-D limit for
a semi infinite solid. [ 18]. It can be noted that for the Zr—2.5Nb alloy the
phase of the signal remains f{lat for both 5- and 10-mm spot sizes and,
therefore, can be treated with the 1-D theory of Section 4, even at the
lowest frequencies. On the other hand, the aluminum sample demonstrates
essentially no difference under excitation with spot sizes 10 and 15 mm, and
3-D effects are evident [19] for /<20 Hz. For the smaller, 5-mm, spot-size
beam, very prominent 3-D effects occur in the frequency range <90 Hz.
Figure 4 establishes that, in order to maintain the one dimensionality of

12

- 5mm, Al
—+ee 10mm, Al 4
—e—e- 15mm, Al

e 5mm. Zr-2.5Nb
‘ —»—= 10mm, Zr-2.5Nb

Phase, deg.

Frequency, Hz

Fig. 4. The frequency scan dependence of semiinfinite aluminum and
reference metals on the laser-beam size.
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the problem with aluminum, the laser beam size should be at least 10 mm,
provided the frequency range is higher than 20-30 Hz. In the time domain,
this corresponds to detection times 7 < 20 ms.

Special care was taken to show that there was no convection or,
strictly speaking, that the convective part of the heat transfer coefficient
was negligible and should not be taken into consideration in calculations,
as predicted from Eq. (8). Experiments were performed with and without a
cooling fan, using samples of various members of Groups 1-3 under identi-
cal conditions. The results demonstrated that only the magnitude of the
signal decreased with the cooling fan, and nor the PTR transient shape or
the PTR [requency response. This is consistent with the simple lowering of
the background (dc) temperature of the metal samples without change of
the dynamic evolution of their optically generated thermal contents, which
implies no convective heat-loss enhancement at the cooled interface. There-
fore, any effects of forced or natural convection during the PTR
experiments were deemed negligible, in agreement with the calculation of
the Grashof number, Eq. (8).

Finally, it is essential for the interpretation of PTR signals that the
detected responses be linearly proportional to the surface temperature, due
to the strong nonlinearity of Eq. (3). The output voltage of an IR detector
which detects a narrow spectral bandwidth, such as in the present situation
may be written as [ 1, 20]

V=CT" (38)

where C is a constant that involves detector parameters, detection elec-
tronics, and the surface emissivity of the sample, as well as the angle of
observation for smooth metallic surfaces. 7 is the temperature in degrees
Kelvin. The exponent » in Eq. (42) is approximated by [21]

Pl ]
n=xS5 /Tn; for )”" <25
(39)
n—1x25 /T, for r"”>2.5

where 4,, is the peak emission wavelength related to the operating tem-
perature by Wien’s law and A, is the center wavelength of the detection
bandwidth. If the temperature elevation 7 is much smaller than the
ambient temperature 7', , the signal increase over the initial level V, can
be written as

V—V,=nCT" 'T=AT (40)
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showing that the detected signal is linearly proportional to the surface tem-
perature. in agreement with Eq. (4). An experiment was conducted with a
semiinfinite aluminum sample to test the linear dependence of the laser
intensity vs. the lock-in signal amplitude for various periods. The results
are shown in Fig. 5. For the specified period the laser power was changed
from 100 to 400 mW, and the corresponding photothermal LLA signal was
recorded. Measurements were repeated for three periods, 20, 200, and
1000 ms, and it was shown that the dependence of the LLA PTR signal on
laser intensity was linear throughout.

5.2. The Nature of the Heat Transfer Coefficient

For thin layers of low-diffusivity metals such as steel and Zr-Nb
alloys, the LL4 RW pulse duration scan proved to be the most sensitive
technique for thermal diffusivity measurements [18]. However, experi-
ments with aluminum and copper have shown that there are some
difficulties in measuring radiometrically the thermal diffusivity of high ther-
mal conductors. It has been found that the effect of the surface roughness
influences measurements and the value of the effective heat transfer coef-
ficient, i. By improving surface conditions of the semiinfinite aluminum
samples through polishing, its experimental lock-in rate window puise
duration curve approached that obtained from the semiinfinite Zr-Nb

[
o

Signal, mvV

=]
..

Sr

0
100 150 200 250 300 350 400
Power, mW

Fig. 5. Linear dependence of the laser power intensity versus the
square wave-modulated lock-in signal amplitude for various
periods. {( +) T,,=20 ms: (@) T, =200 ms: (%) T,,= 1000 ms.
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sample. Therefore. polishing of the sample surface decreases the value of
the heat transfer /1 coefficient, since the PTR data from the semiinfinite
Zr-Nb sample obeyed the adiabatic boundary condition, which can be met
in the model of Section 4 by setting /1 — 0. Experimental curves of semi-
infinite aluminum and Zr-Nb samples are shown in Fig. 6. The exact
physical meaning of the effective heat transfer coefficient, /i, however,
remains unknown. It can be obtained empirically and it is undoubtedly
affected by the enhanced heat transfer to the gas phase through the higher
effective area of rough metal surfaces. Therefore, it is likely to be associated
partly with a phenomenological surface thermal contact resistance [22]
due to microscopic roughness, and accounts partly for radiation heat trans-
fer effects [3].

The overall trend was for values of /i for the Zr—Nb sample to be much
smaller than those for the Al sample. This was found to be rather general,
indicating that for low-diffusivity materials, such as zirconium, the /1 coef-
ficient decreases and approaches the value for adiabatic boundary condi-
tions. Limitations in numerical calculations yielded /,,,=10°W.-m *.K .
Calculated photothermal signals with /1 </, were identical to that with
h=10"W.-m *.K ' and were labeled “adiabatic.” In the case of steel
samples, the 1-D theory with adiabatic boundary conditions ( ~1'~) also
exhibited the best fit, while the RW fits indicated /1 </, and thus did not
require knowledge of the /i coefficient.

Signal, mv

[ER——

20 20 400 600 800 1000 1200 1400 1600 1800 1980
Pulse duration, ps

Fig. 6. The LIA RW quadrature pulse duration scan of semi infinite
Al and Zr-Nb alloy samples for T, = 2000 us.

40 18 1-16
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5.3. Thermal Diffusivity Measurements

The backscattered PTR transient signal from semiinfinite aluminum is
very noisy, and it is practically impossible to extract meaningful values of
thermal diffusivity from it. Furthermore, the values of /i obtained from
backscattered PTR RW measurements exhibit great sensitivity to surface
conditions and were found to be dependent on the repetition period T, of
the experiment. Reliable /1 values were determined using a polished semi-
infinite aluminum sample and a theoretical fit of the data, to the limiting
expression of Eq. {31) with x=0 and L — cc. In this limit it turns out [3]
that the semiinfinite 1-D behavior is relatively insensitive to the actual
value of «, while it exhibits high sensitivity to 4. In addition, the transient
obtained from an aluminum sample of finite thickness in the PTR transmis-
sion mode can be a reliable source of the determination of / values and for
comparison with the results of the theoretical fit to the semiinfinite sample.
In the case of the 2-mm-thick sample from Group 1 in the transmission
mode for several values of T}, and t,, the value of /i obtained from the fit
of the data to Eq. (31) was equal to 1 x10°W.m ?.K ' The reference
value [23] of the thermal diffusivity of AA6061 aluminum alloy is
7x10 °m?-s™'. The foregoing 4 value was essentially the same as that
obtained from fitting the experimental transients from the Group 1, 1.2-
mm-thick sample, to Eq. (31). Also the /& value for single crystal Al
{Group 3, mean thickness =25mm) in the transmission mode for
T,=50ms and r,=20 ms was found to be the same as for all the above-
mentioned samples (h=1x10"W.m *.K ') for all single-crystal grain
regions. These results show that in the PTR transmission mode the heat
transfer coefficient s does not depend sensitively on surface conditions,
unlike the backscattered PTR data, fits to the theory, and it is not very
sensitive to the actual value of «.

Once the / value was determined from the theoretical fits of Eq. (31)
to the transient data using several pulse repetition period-duration ranges
and a starting value of thermal diffusivity [2, 3], all aluminum samples
were measured again using the lock-in rate window pulse duration scan,
because of its superior SNR. Comparisons with frequency-scanned PTR
were also made. Since the transmission mode was found to be less sensitive
to surface roughness than the backscattered mode, it was used exclusively
for thermal diffusivity measurements.

The extremum of the experimental curve is very sensitive to the value
of thermal diffusivity, and by varying this value the best fit was found to
the theory, Eq. (31), coupled to the r,-scanned RW algorithm [7]. Both
channels of the lock-in output (the in-phase and the quadrature) can be
used in computations. However, the best fit and the most reliable values of
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Fig. 7. The LIA RW pulse duration scan (quadrature) of AA6061-
T6 Al alloy in the transmission mode; L=1.2 mm: 7,=20 ms: 1=

5

1%x10°W.m ™. K ' Circles. data: solid line. x=7.7x 10" m?.s " ";
crosses, x=75x10""m>.s ' dotted line. a=73x 10" m*.s~".

thermal diffusivity were obtained from the experimental channel, which
exhibited two extrema. This depends on the period of modulation.

Figure 7 presents the LLN RW pulse duration scan of AA6061-T6
aluminum alloy (Group 1). Since the /i coefficient for all samples in
Group 1 was found to be 1x10°W.-m~*.K ', thermal diffusivity
becomes the only fitting parameter. Furthermore, short pulse durations
were more sensitive to thermal diffusivity. Therefore the first extremum of
the experimental curve in Fig. 7 has been used in the fitting. Usually, the
entire curve or at least the first half of it was fitted to the theory to extract
the value of thermal diffusivity. Table I1 gives the value of the thermal
diffusivity of AA6061-T6 aluminum alloy for three periods. As expected,

Table 1. The Value of the Thermal Diftusivity of Group 1
AA6061-T6 Al Alloy Obtained from the Rate-Window 7, Scan
in the PTR Transmission Mode

Thermal diffusivity

Period. T, (ms) Thickness (mm) (10 m*-s"
25 2 75402
20 1.2 75402
10 0.5 75402




242 MacCormack, Mandelis, Munidasa, Farahbakhsh, and Sang

the thermal diffusivity is the same for all samples from this group and it is
consistent with the reference value of 7.0x 10 “m*.s ' [23].

This measured value represents a “fine-tuning” of the reference value
[23] originally assumed for the relevant transient to obtain the value of /.
The constancy of /i across all samples and (7, r,) pairs with the same
reference value of a in the transients, along with its relative insensitivity to
the actual value of «, implies that fine-tuning o with the high-SNR rate
window technique will accurately yield at least meaningful differences in o
among the various aluminum specimens with the same / value. Figure 8
presents the LIA RW pulse duration scan of thin samples from Group 2 in
the transmission mode. Since these samples are thin foils and the period
employed is 1.5 ms, the SNR of experimental data is poorer than that for
thick samples owing to the very low deposited thermal energy in the foils.
Only the first half of the RW curve was fitted to the theory of Eq. (31)
coupled to the 7,-scanned RW algorithm [7]. The / value was taken to be
1x10°W.m *.K !, as calculated from transients in the transmission
mode. The poor flit of the theory to the data in the vicinity of the second
extremum in Fig. 8 is most likely due to surface roughness contributions to
the PTR signal and bulk inhomogeneities of the thermophysical properties.
Table III presents the resulting values of the thermal diffusivity of
aluminum foils. The value of thermal diffusivity of the hard-rolled alloy was
found to be significantly higher than that of the soft-rolled alloy. This
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Fig. 8. The LIA RW pulse duration scan (in-phase) of AA100-0 Al
alloy in the transmission mode: L =100 gm: Ty= 1.5 ms; h=1x10°
W.m~2.K~' Circles, data; solid line, x=18x10"" m?.s "

crosses, 2=20x 10" m?>-s~ " dotted line. x=1.6x 10" m*.s" ",
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Table 11l Values of the Thermal Diffusivity of Group 2 Aluminum Foils Obtained from the
Rate-Window p, Scan in the PTR Transmission Mode: =1 x 10°W.m-2.K~'

Thermal ditfusivity

Alloy Thickness (mm) (10" m?.s7")
AA1L145-H18 (hard rolled) 0.14 45+02
0.12 40+02
AATL0-0 (soft rolled) 0.1 1.84+0.2
0.11 20402

difference in thermal diffusivities for samples within the same type of alloy
may be explained only in terms of the surface roughness statistically con-
tributing (weighing) much more in thin samples than in thick ones and
changing the effective diffusivity. It is plausible that the bulk material in
these samples may be a smaller thermal resistance than the equivalent
resistance of the sum of two surfaces. Therefore, the thermal diffusivity
values of Table III may not be considered reliable per se but can be very
useful for qualitative evaluation/quality control of aluminum foils, espe-
cially since conventional photothermal frequency scans exhibit SNRs which
are too low for any quality control assessment at all.

For the single-crystal Al plate (Group 3) the computation of the ther-
mal diffusivity was done by fitting theoretical curves to the entire 7, scan
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Fig. 9. The LIA RW pulse duration scan (in-phase) of single-crystal Al
(Region 4) in the transmission mode; T, =100 ms: L==2.5Al mm: =
1% 10° W.m~2-K ", Circles. data; solid line, x=95x10">m?.s~",
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experimental data in the transmission mode and obtaining excellent fits
(Fig. 9). Table I gives the values of the thermal diffusivity of single-crystal
Al corresponding to the various crystallographic orientations of the grains.
It can be seen that the 7,-scanned RW PTR method is capable of dis-
tinguishing between widely different orientations of single-crystalline Al, yet
it cannot resolve small orientational differences along the bottom of the
unit stereographic-projection triangle (Fig. 2). Variations in grain surface
reflectivity and uncertainty introduced by surface roughness and minute
thickness variations are the most likely limiters in this measurement.

The RW measurements were. further compared with conventional and
widely used PTR frequency scans [ 1, 17]. In these scans, it is customary to
extract thermal diffusivities from the amplitude which decays with
increasing frequency or from the frequency dependence of the phase shift
[24]. The appropriate scanning frequency range is determined by the criti-
cal frequency of the transition between thermally thick and thin solid [25],
u(f) ~ L, because then the signal is most sensitive to thermal diffusivity
[18]. In terms of the model of Section 4.2, this condition is met when
lg] L ~1, Egs. (36a) and (36b).

A frequency range of 4 to 43.69 Hz has been used to scan the 2-mm-
thick AA6061-T6 aluminum sample (Group 1) with a 10-mm laser-beam
spot size. This range has been chosen by taking into consideration the criti-
cal frequency corresponding to the thermally thick/thin boundary. It
should be noted, however, that, according to Fig. 4, the f <20 Hz range
does not coincide with a purely I-D theoretical interpretation of the data.
Figures 10 and 11 show the amplitude and the phase of the photothermal
signal, respectively, as well as the 1-D theoretical predictions from
Eq. (36b). It is seen that for aluminum samples the signal amplitude con-
forms very well to the 1-D model for /=8 Hz, but the phase of the signal
does not behave as theoretically predicted. This causes problems in extract-
ing thermal diffusivity from this channel. Therefore, the amplitude channel
was chosen for the approximate determination of the thermal diffusivity of
aluminum. An advantage of the frequency scan is that it is less sensitive to
the /i coefficient than the 7,-scanned RW method. Nevertheless, to be con-
sistent, the 4 parameter for the frequency-domain PTR simulations has
been kept the same as in the time-domain measurements. The value of
thermal diffusivity obtained from the amplitude frequency scan was
(8.0+0.5)x 10 °m?-s ', which is consistent with the value found from
the rate window method, (Table 1I) but with a much higher standard
deviation. The rest of the samples of Group 1 were treated similarly to the
2-mm-thick sample. The results are shown in Table IV, which compares
values of thermal diffusivity obtained using the frequency-domain and the
rate-window PTR. Since the SNR of coadded transients was much worse
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Fig. 10. The conventional frequency-scan amplitude of AA6061-T6 Al
alloy in the transmission mode; L=2 mm: h=1x10°W.m *.K "
Circles. data: crosses. x=75x10 " m.s7": dotted line. x=

85x10 *m? 57" solid line, x=8x 10 “m?.s ',
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Fig. 11. The conventional frequency-scan phase of AA6061-T6 Al
alloy in the transmission mode: L=2 mm: /=1 x 10°W.-m 2. K™,
Circles,  data:  crosses. a=75x10"° m’-s~'1 dotted line.
x=85x10"*m" s " solid line, a =8 x 10 F m*.s ™",
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Table 1V.  Values of the Thermal Diffusivity of Group 1 AAGO6I-T6 Al
Alloy Obtained from the Lock-In Rate-Window Pulse Duration and the
I-requency Scan

7,-scan method Frequence-scan method
Thickness (mm) (10 “m?.s ™ (10¥m.s "
2 75402 80405
1.2 75402 80405
0.5 75402 80405

than either of these two methods which involve narrow-band signal
filtering, values of thermal diffusivity obtained with the transient response
suffered from a very high uncertainty and are not presented here. Values of
the thermal diffusivity of aluminum foils presented in Table III cannot be
compared with their frequency-scanned counterparts, since no reliable
numerical values could be obtained from curves such as in Fig. 12.
Figure 12 presents the conventional frequency-domain PTR of the
Group 2 aluminum foils. These measurements have been done in the back-
scattered mode using the 100- to 5102-Hz frequency range, and the
amplitude channel was utilized in calculations. The /i parameter was the
same as in the rate-window technique. Since the signal-to-noise ratio
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Fig. 12. The conventional frequency-scan amplitude of AAT100-0 Al
soft-rolled foil in the backscattered mode: L =100 pm: h=

1 x10°W.m . K" Circles. data: solid line, x = 1.8 x 10 " m*.s~ %
crosses. 2=2.0x 10" m*.s~': dotted line. a=1.6x10">m?.s ",
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(SNR) was extremely poor, especially for the soft-rolled alloy
measurements, and in the absence of meaningful extrema in amplitude
data, no reliable diffusivity values could be obtained. The theoretical fits
shown in Fig. 12 used the best-fit values from the RW pulse-duration
method (Fig. 8.).

Regarding the Group 3 single-crystal Al samples, the transmission
PTR amplitude fit to the data yielded a thermal diffusivity value of
(9.5405)x10 *m=-s ' for all five regions. In comparing this value with
those in Table I, it is seen that the frequency-scan method derived dif-
fusivities, albeit in general agreement with those of the t,-scanned RW
method, are insensitive to crystallographic orientation, due primarily to the
large data scatter (lower SNR) associated with frequency-domain PTR
[7.18].

6. DISCUSSION AND CONCLUSIONS

In 1-D frequency-domain PTR it is important to include the critical
frequency of transition between thermally thick and thin regimes [25], so
as to obtain the highest experimental sensitivity to the value of the bulk
thermal diffusivity of a solid. For the time-domain PTR with pulse repeti-
tion period T, the thermally thick/thin transition is not so obvious. It is,
therefore, necessary to check the signal phase at the 50 % duty cycle point
to determine compliance with the thermal thickness condition, using as the
criterion the deviation from the semi-infinite reference sample signal phase
(—45°) [3,25]. Frequency-domain PTR is experimentally and analytically
a simpler technique than the LIA RW method. To this fact alone it owes
its widespread popularity. However, lor high-frequency measurements the
SNR and sensitivity to the absolute value of thermal diffusivity are very
poor, due to the considerable decrease in the photothermal signal
amplitude. This is especially true for the measurements of thin-layer axial
diffusivities [18]. For instance, the uncertainty limit for soft rolled
aluminum foils with frequency-domain measurements is more than
+100% (Fig. 12). This makes the frequency-scan method unsuitable for
thermal diffusivity measurements of thin metallic samples. Furthermore,
coadded transient data showed clear difficulties in measuring thermal dif-
fusivity of good thermal conductors such as aluminum. The poor quality of
data and the surface roughness contribution to the /1 value in the backscat-
tered mode render the transient technique inadequate for thermal dif-
fusivity measurements of thin layers of aluminum.

For all PTR measurements, the transmission mode has been found to
be less sensitive to the surface condition than the reflection mode and is
therefore preferable for diffusivity measurements. The effective heat-transfer
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coefficient /1 depends on surface roughness and remains constant in the
transmission mode for all samples and for all techniques employed in this
work. These include the frequency range between 6.66 and 500 Hz or 2 and
150 ms in the time domain. The low / values {~1000W-m °-K ')
obtained for the poor thermal conductors (steel and Zr-Nb alloy) are con-
sistent with the adiabatic boundary conditions (/# — 0) at the metal gas
interface reported by other authors [4]. The much higher values obtained
for aluminum are indicators of a strong interfacial heat transfer mechanism
most likely due to enhanced effusivity across the increased surface area
resulting from microscopic roughness. Nevertheless, they are at variance
with the temperature and heat flux continuity conditions assumed by many
authors [9, 22]. The latter conditions are strictly valid in the isothermal
limit /1 —» o,

Figures 7-9 show that it is possible to obtain excellent fits of the entire
curve for the RW pulse duration scan. The uncertainty limit is +2% or
less for the thick samples and less than +10% for Al foils. Some discrepan-
cies between the theory and the data at longer pulse durations, especially
for thin samples, may be accounted for by surface roughness and bulk
inhomogeneity. Figure 13 shows the position of the RW extremum versus
thermal diffusivity, using Eq. (31) coupled to the RW algorithm [ 18]. This
figure can be used as a universal (conveniently linear) calibration curve for
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Fig. 13. The position of the in-phase RW extremum vs thermal diflusivity
using PTR transmission with L=2 mm: h=1x 10°W.m 2. K~ in
Eq. (31) with x=L.
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Table V. Comparison of Values of the Thermal Diffusivity of Group 3 Single-Crystal Al
Obtained from Lock-In Rate-Window Techniques and the Frequency Scan

Frequency-scan

Region Thickness T,-scan method 7,-scan method method
No. (mm) (107 m?.57) (10 m*-s"" (107" m?.5~")

f 2 9.0+05 8.3+4+0.1 95+ 0.5

2 253 9.0+0.5 94+0.1 95405

3 251 9.0+05 9540.1 95405

4 251 9.0+05 9.540.1 95405

5 2.55 9.0+0.5 95 +0.1 95405

the measurement of thermal diffusivity with good thermal conductors
(aluminum, copper, brass). A similar calibration curve can be easily
obtained with #<10*W.m?.K ' for poor and intermediate thermal
conductors (steels, zirconium).

The RW T, scan and the frequency scan have the same uncertainty
limits, with the former exhibiting a slightly improved SNR [ 7]. Nevertheless,
it can be seen from Table V that both these techniques are relatively insen-
sitive to orientational variations of the value of thermal diffusivity in single
crystals of Al. Although the same range of values of a from the frequency scan
and from the RW scans were obtained, the 7,-scan method is the only one
which exhibits any sensitivity to crystallographic orientation. The trends
shown for minimum diffusivity along a crystallographic direction close to
(111> (Fig. 2a) are consistent with the maximum close-packed distribution
of Al atoms in the {111} planes. This implies a greater impediment to heat
propagation due to the increased atomic density which increases the value of
p in the denominator of Eq. (1). A progressive increase in « with directional
heat propagation toward the (100> axes is expected and indeed crudely
observed in the 7, scan of Table V. Unfortunately, the relative absence of
surface quality and roughness control, coupled with the lack of Al crystals
with orientations intermediate between Region 1 and all the rest (Fig. 2b),
prevented any assessment of the resolution of the promising t,-scanned PTR
method to monitor the thermal diffusivity tensor in Al
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