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Experimental Investigation on the Reliability
of Thermal Wave Interferometry in the Thermophysical
Characterization of Plasma Sprayed Coatings
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The main focus of this work is to compare thermal diffusivity and effusiv-
ity data resulting from thermal wave interferometry (TWI) experiments on
tungsten coatings of different thicknesses with those obtained using reference
techniques, namely, the laser flash method and scanning electron microscopy
(SEM). The deviations between TWI and the latter techniques are discussed
in terms of lack of data in the low frequency range. The investigation shows
that the lack of data at low frequencies does not affect diffusivity measure-
ments, while it has a strong effect on effusivity measurements for thermally
thick coatings. The conclusions of this experimental study are in good agree-
ment with theoretical predictions resulting from a sensitivity analysis reported
in a previous study.

KEY WORDS: coating; plasma-spray; thermal conductivity; thermal diffusiv-
ity; thermal effusivity; thermal wave interferometry; tungsten; zirconia.

1. INTRODUCTION

A number of photothermal methods using as the heating source either
a modulated laser or a pulsed thermal source have been employed to
determine the thickness or the thermal properties of coatings [1–14]. The
current paper focuses on the analysis of the accuracy of thermal wave
interferometry (TWI) in determining the thermal characteristics of coat-
ings. This is carried out through an experimental comparison analysis
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of TWI with reference techniques applied to tungsten coatings plasma
sprayed onto copper substrates. TWI results are compared to thermal
diffusivity measured by the flash method [8, 10, 11] and to the heat effu-
sivity estimated from the combination of the thermal diffusivity measured
by the flash method and the specific heat of the coating. This one is cal-
culated using the specific heat of tungsten and air, and the air porosity in
the coating measured via scanning electron microscopy (SEM). Discrep-
ancies between the techniques are discussed in terms of coating thermal
thickness and lack of experimental data at low frequencies. At the end of
the description of the investigation on tungsten specimens, for comparison
reasons, we give the main results that were obtained in previous work [14]
that dealt with plasma sprayed zirconia coatings. Zirconia is a much better
thermal insulator than tungsten.

2. DESCRIPTION OF THERMAL WAVE INTERFEROMETRY

2.1. Theory

In the TWI technique, the coating surface is heated periodically and
the resulting periodic thermal response at the surface is recorded with a
detector, and then processed to obtain the required information on the
coating. Among the main features of TWI is that the thermo-signal at
the coating surface is out of phase with the heating source. In practice,
the experimental surface temperature is normalized by the surface tem-
perature, obtained at the same conditions, of a semi-infinite homogeneous
material. The normalizing procedure is necessary to remove system fre-
quency dependences from the experimental data. The expression of the
normalized phase shift with respect to the applied periodic heating, which
was first obtained by Benett and Patty [4] in 1982, is given by

ϕ =− tan−1
[

2R exp(−x) sin(x)

1−R2 exp(−2x)

]
(1)

in which x = 2L/µ, L is the coating thickness, µ is the thermal diffusion
length µ= [αc/(πf )]1/2, αc is the normal thermal diffusivity, and f is the
frequency. R is the thermal wave reflection coefficient defined as R = (1 −
b)/(1 + b), and b = [(ρCpk)s/(ρCpk)c]1/2 gives the ratio of the substrate
and coating thermal effusivities es and ec.

Equation (1) shows that the governing thermal quantities for the
phase shift changes with frequency are the reflection coefficient R and
the characteristic thermal diffusion time tc = L2/αc. A nonlinear least-
squares fit of phase vs. frequency measurements can then be used to iden-
tify these two quantities. The coating thermal diffusivity is obtained from
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the characteristic thermal diffusion time if the coating thickness is known,
and the coating thermal effusivity is obtained from the reflection coeffi-
cient if the substrate effusivity is known.

2.2. Sensitivity of Thermal Wave Interferometry

In order to check the uniqueness and the reliability of the solution,
some issues have to be considered. One of them is the influence of the
measurement noise on the unknowns. Another is the amount of experi-
mental data available. This has already been dealt with in a previous study
[14] after a detailed examination of the sensitivity coefficients. Let us recall
that only two sensitivity coefficients are involved in the current investiga-
tion. They are defined as the first derivative of the phase shift with respect
to the unknown parameters, namely, the thermal diffusivity and effusivi-
ty. Sensitivity theory stipulates that if the sensitivity coefficients are either
small or correlated with one another, the estimation problem is difficult
and very sensitive to measurement noise [15, 16]. In other words, the best
way to make an inversion problem effective is to use only experimental
data in the regions where the sensitivity coefficients are high, not propor-
tional, nor almost proportional, nor, in general, constitute a linear com-
bination. If for any reason, such as an experimental setup limitation, for
example, the experimental data are available only in the regions where the
unknown parameters have a negligible or a correlated effect on the phase
signal, the use of those data may lead to huge errors in the solutions. The
reader may refer to Ref. 14 for details and main conclusions of the theo-
retical sensitivity analysis.

3. EXPERIMENTAL PROCEDURE

3.1. Description of the Samples

Four samples were produced by plasma-spraying tungsten coatings
onto a 10-mm-thick copper substrate. The coatings (123, 223, 449, 835 µm
thickness) were obtained with commercial tungsten powder of particle size
distribution varying from 5.6 to 45 µm (H.C. Starck, Amperit 140.3). The
powder spray rate was adjusted to get a deposition rate of 12 µm/pass.
The carrying argon gas flow was set at 7 L ·min−1. The plasma-spraying
torch was laterally scanned at 0.6 m · s−1. The torch was a Plasmadyne
SP-100 with a No. 129 cathode, No. 145 anode, and No. 130 gas injec-
tor. The power was 28 KW (800 A and 35 V). The arc gas was argon,
and the auxiliary gas was helium (32% helium, with 50 L ·min−1 for argon
and 24 L ·min−1 for helium). The standoff distance during spraying was
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76 mm. The substrate was cooled with a nitrogen jet, while the front sur-
face was air-blasted to eliminate aerosols.

3.2. Characterization Using Thermal Wave Interferometry

To validate the sensitivity conclusions described in Ref. 14 and to
investigate the reliability of TWI, we carried out TWI experiments on
the plasma-sprayed tungsten coatings. The experimental system for sam-
ple frequency scans is shown in Fig. 1. A high power 20-W laser
(Jenoptik JOLD-X-CPXL-1L) was current-modulated using a Thorlabs
high power laser driver with a maximum modulation-frequency capability
of 10 kHz and minimum frequency capability of 0.1 Hz. The largely aniso-
tropic multi-mode laser beam was expanded, collimated, and then directed
onto the surface of the sample. The infrared (Planck) radiation from the
optically excited sample surface was collected and collimated by two sil-
ver-coated, off-axis paraboloidal mirrors and then focused onto a liquid-
nitrogen-cooled HgCdTe (mercury–cadmium–telluride) detector (EG&G
Judson Model J15016-M204-S01M-WE-60). The heated area of the sam-
ple was at the focal point of the mirror positioned near the sample, and
the detector was at the focal point of the other mirror. The HgCdTe detec-
tor is a photoconductive element that undergoes a change in resistance
proportional to the intensity of the incident infrared radiation. Our detec-
tor had an active square-size area of 1 × 1 mm and a spectral bandwidth
of 2 – 12 µm. An anti-reflection coated germanium window with a trans-
mission bandwidth of 2 – 14 µm was mounted in front of the detector
to block any radiation from the laser. Prior to being sent to the dig-
ital lock-in amplifier (EG&G Instruments Model 7265), the photother-
mal radiometric (PTR) signal was amplified by a low-noise pre-amplifier
(EG&G Judson PA101), specially designed for operation with the HgCdTe
detector. The lock-in amplifier, which was interfaced with a PC, received
and demodulated the pre-amplifier output (thermal-wave amplitude and
phase). The process of data acquisition, storage, and frequency scanning
was fully automated.

Frequency scans from 0.1 to 200 Hz were performed with a large laser
beam size (>1.5 cm) to keep the photothermal response one-dimensional.
System transfer-function normalization was achieved by performing the
same one-dimensional experiment with a homogeneous (untreated) sam-
ple, a Zr alloy, and using this frequency scan to normalize the frequency
scans of the coated samples. Normalization problems due to the inade-
quacy of our reference sample were observed in the data below approxi-
mately 0.3 Hz. Calculations of the thermal diffusion length showed that for
very low frequencies, the thermal diffusion length of zirconium was longer
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Fig. 1. Schematic representation of the thermal wave interferometry testing system.

than the thickness of the sample itself. For this reason, the first 10 points
of the normalized data have been set aside as ignored data. These data can
be used as long as we normalize the points by a proper semi-infinite refer-
ence sample. In the unnormalized form, they have relative value and can
also be used to observe signal trends.

The normalized phase data above ∼0.3 Hz have been plotted in
Fig. 2. The magnitude of the phase vs. frequency curves reported in Fig. 2
suggests a reflection coefficient R to be around −0.90. As stated in the
conclusions resulting from the sensitivity analysis for large R-values, this
case is very suitable for accurate diffusivity estimation [14]. The effusivity
should also be accurately estimated because it still has quite a high sensi-
tivity at a thin thermal thickness. However, since useful experimental phase
data were not available for frequencies below 0.3 Hz, we did not expect
to obtain precise estimations of effusivity for thermally thick coatings
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Fig. 2. Normalized phase versus frequency curves of copper sub-
strate with tungsten coating of thickness 123 (�), 223 (�), 449 (•),
and 835 µm (�).

(L= 449 and 835 µm). The reason is that, for high R-values, the sensitiv-
ity to the effusivity reaches an extremum at very low thermal thickness-
es, and then changes rapidly to weak values at larger thermal thicknesses
[14]. On the other hand, diffusivity measurements were still expected to be
quite accurate. Indeed, the maximum sensitivity to diffusivity is within the
decreasing part of the phase vs. frequency curve, and the lack of data at
low frequencies did not have a serious impact on its estimation. Figure 3
shows a typical example of the nonlinear numerical fit of the experimen-
tal data with Eq. (1) for the 123-µm-thick sample. The substrate effusivity,
which was needed in the TWI technique to extract the coating effusivity
from the estimated reflection coefficient, was determined by combining
the diffusivity measured by the laser flash method and the specific heat
measured by modulated differential scanning calorimetry (MDSC); es =
57606 J ·m−2·◦C−1·s−1/2. Table I summarizes the results obtained from all
the samples analyzed by the TWI technique. We also mention for refer-
ence that because of the low level of the roughness compared to the coat-
ing thickness, effects of roughness were neglected in the frequency range
(0.3 – 200 Hz) used during the processing of the phase data. This assump-
tion is based on the fact that for low roughness levels, the phase signal is
affected by roughness only at very high frequencies and less influenced at
low frequencies where it exhibits the behavior of a homogeneous coating
[17].
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Fig. 3. Numerical fitting of the thermal diffusivity and effusivity for
the thinner tungsten coating (thickness L=123µm).

Table I. Diffusivity and Effusivity of Tungsten Coating Obtained by TWI

Sample no. L (µm) α(10−6 m2·s−1) R e (J ·m−2·◦C−1·s−1/2)

1 123±14 2.24±0.36 −0.897±0.008 3135±160
2 223±22 3.40±0.48 −0.879±0.016 3691±325
3 449±11 4.70±0.47 −0.808±0.057 6132±1252
4 835±19 5.24±0.37 −0.681±0.082 10931±2083

3.3. Validation Using Laser Flash and Scanning Electron Microscopy
Methods

To validate the thermal diffusivity and effusivity measured by TWI,
we performed comparison measurements using the laser flash and SEM
experiments. The latter techniques are considered very reliable and highly
accurate and can thus be used as reference techniques for the validation
of TWI. To carry out the laser flash and SEM techniques, it was nec-
essary to separate the coatings from the substrates. This was done by
chemical etching for 2 h in a 50% water solution of nitric acid, which
did not substantially attack tungsten. In this experiment, we projected a
YAG laser pulse, of nearly 600 µs duration and 10 J energy, over the full
front face of the sample so that the heat transfer could be considered
as one-dimensional. The temperature evolution with time at the center of
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Fig. 4. Typical image obtained via scanning electron microscopy of the cross
section of the 835-µm-thick tungsten coating.

the back face was monitored by an InSb infrared detector. The temper-
ature data were first processed to determine the characteristic time tc =
L2/αc. To estimate the diffusivity from the latter characteristic time, the
coating thickness L was subsequently measured using the coating cross-
section images provided by SEM. Figure 4 shows a typical microscopic
image obtained from the 835-µm-thick tungsten coating. Measured coat-
ing thicknesses with their standard deviations are reported in Tables I–IV.
Thermal diffusivities measured by the laser flash method are reported in
Table II. Knowing the diffusivity αc measured by the laser flash method,
it was possible to evaluate the effusivity of the coating using the follow-
ing relationship: ec = (ρCp)c(αc)

1/2. The specific heat of the coating (ρCp)c
is simply given by (ρCp)c = (ρCp)airF + (ρCp)w(1 − F), where F is the
coating porosity, and (ρCp)air and (ρCp)w are the specific heats of air
and tungsten, respectively. The coating porosity F was determined from
the processing of the images obtained from SEM taken at 500× in the
backscatter mode. For each coating, the porosity was calculated from 10
images randomly selected on the coating cross section. The estimated ther-
mal effusivities and uncertainties are reported in Table III.

In a previous investigation [14], we used the same strategy to ana-
lyze the accuracy of TWI in characterizing the thermal properties of a
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Table II. Diffusivity of Tungsten Coating
Obtained by the Laser Flash Method

Sample no. L(µm) α(10−6 m2·s−1)

1 123±14 2.32±0.25
2 223±22 3.22±0.33
3 449±11 4.39±0.27
4 835±19 5.51±0.34

Table III. Effusivity of Tungsten Coating Obtained by the Combination of the Diffusivity
Measured by the Laser Flash Method and the Specific Heat Calculated Using the Coating

Porosity Measured with SEM, as well as the Specific Heats of Tungsten and Air

Sample L (µm) α (10−6 m2·s−1) F (%) ρCp(106 J ·m−3·◦C−1) e (J ·m−2·◦C−1·s−1/2)

no.

1 123±14 2.32±0.25 16.4±1.4 2.17±0.04 3244±60
2 223±22 3.22±0.33 15.7±1.3 2.19±0.03 4030±55
3 449±11 4.39±0.27 10.5±3.1 2.32±0.08 5029±173
4 835±19 5.51±0.34 15.7±1.8 2.19±0.05 5004±114

plasma-sprayed zirconia coating. We will recall for reference only impor-
tant results of the study. The reader may refer to the above-mentioned
article for a detailed description. Compared to tungsten, zirconia has a
lower thermal diffusivity (5 – 8 times lower). On the other hand, the thin-
nest zirconia coating that was investigated had a thickness of 252 µm.
As a consequence, the investigated zirconia coatings had a much higher
thermal thickness than the tungsten specimens described in the current
work. Moreover, the TWI setup that was employed at that time to test the
zirconia specimens was limited by the lock-in amplifier frequency range to
frequencies higher than 0.5 Hz. All these factors caused the TWI measure-
ments to be restricted only to the decreasing part of the phase signal as
shown in Fig. 5. This figure reports the experimental data for the three
zirconia coatings, L = 252, 317, and 494 µm. As predicted by the sensi-
tivity analysis, because of the lack of data at low frequencies, we did not
obtain precise estimations for the effusivity. However, diffusivity measure-
ments were quite accurate. Table IV summarizes the discrepancies between
the thermal properties provided by the TWI technique and those given by
the laser flash and MDSC measurements for the zirconia specimens.
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Fig. 5. Normalized phase vs. frequency curves of copper substrate
with zirconia coating of thickness 252 (•), 317 (�), and 494 µm
(�).

Table IV. Discrepancies of TWI with Respect to the Laser Flash
and MDSC Measurements for Zirconia Coatings

Sample no. L (µm) ∆α/α (%) ∆e/e (%)

1 252±27 +6.95 +24.31
2 317±21 +3.16 −14.32
3 494±12 −3.93 −71.57

3.4. Discussion

It can be seen from Tables I–III that TWI provides diffusivity values
comparable to those obtained with the laser flash method. Table V sum-
marizes the relative deviations between the thermal properties provided by
the TWI technique and those given by the laser flash and SEM measure-
ments. The diffusivity errors were less than 7%, which is comparable to the
standard precision of the laser flash method, 5%. With regard to effusivi-
ty, the agreement was acceptable only for the thin tungsten coatings (L=
123 and 223 µm), where the absolute relative discrepancy did not exceed
8.43%. For the thicker coatings, the discrepancy in effusivity measurements
was quite high, more than 21% for the 449-µm-thick coating and more
than 118% for the 835-µm-thick coating. This confirms the conclusions of
the sensitivity analysis for the determination of the effusivity in the case
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Table V. Discrepancies of TWI with Respect to the Laser
Flash and SEM Measurements for Tungsten Coatings

Sample no. L (µm) ∆α/α (%) ∆e/e (%)

1 123±14 +3.43 −3.38
2 223±22 −5.67 −8.43
3 449±11 −7.03 +21.92
4 835±19 +4.81 +118.43

of thermally thick coatings when the experimental design provides useful
data only in the high-frequency range. In the experimental apparatus used
in this work, the useful frequency range was limited to frequencies larger
than 0.3 Hz.

With regard to the zirconia coatings, it can be seen clearly from
Table IV that the measurement of diffusivity by TWI is quite acceptable.
The diffusivity errors were less than 7%. On the other hand, the abso-
lute effusivity error was in the range 14 – 71%. These percentage errors
are not comparable to standard effusivity evaluation techniques (uncer-
tainty < 5%) and are too large to be acceptable. However, it should be
pointed out here that these results for zirconia coatings were obtained in
unfavorable evaluation conditions: large coating thickness and low thermal
diffusivity.

We also mention for reference that the thermal properties of the coat-
ings, determined by both techniques and shown in Tables I – III, appear
to be significantly correlated with their thickness. The reader should be
aware that this feature is not related to the techniques used for the char-
acterization but is caused by differences in coating microstructure. The lat-
ter differences are due to the increase in the coating temperature during
spraying: Thicker coatings heat up to higher temperatures during spraying,
resulting in a lower particle-to-particle thermal contact resistance.

4. CONCLUSION

This work has dealt with the analysis of the accuracy of TWI in esti-
mating the thermal properties of coatings. First, we characterized four
plasma-sprayed tungsten coatings, each with a different thickness. Then,
we compared the TWI results with those obtained using the laser flash
method and SEM. The discrepancies were discussed in terms of lack of
useful data in the low frequency range, below 0.3 Hz. Indeed, the ref-
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erence sample used for instrumental transfer-function normalization dur-
ing the TWI experiments did not provide useful phase data in the latter
frequency range. The study has shown that the lack of data at low fre-
quencies did not affect diffusivity measurements. However, it had a strong
effect on the characterization of the effusivity of thermally thick coatings.
The experimental results confirmed the conclusions obtained by a theoret-
ical sensitivity study that has previously been performed [14] to determine
the critical parameters that influence the accuracy of TWI.
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