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The determination of the electronic transport properties of ion-implanted silicon wafers with the
photocarrier radiometry~PCR! technique by fitting frequency scan data to a single layer model via
a multiparameter fitting procedure is presented. A three-layer model is used to simulate the
inhomogeneous structure of the ion-implanted wafers. The effects of the structural, electronic, and
optical properties of the implanted layer, which are affected significantly by ion implantation, on the
frequency behavior of the PCR signal of implanted wafers are discussed. Data simulated with the
three-layer model are fitted to a single-layer model to extract the electronic transport properties of
implanted wafers. The fitted carrier lifetime and diffusion coefficient are found to be close to that of
the substrate layer which is assumed to remain intact after the ion implantation process. When
self-normalized relative amplitude is used in the multiparameter fitting, the fitted surface
recombination velocity is determined primarily by the level of electronic damage and is
approximately independent of the level of optical damage. Experiments with boron implanted
wafers were performed and the experimental results were in agreement with the simulations. These
results show that the PCR technique is capable of measuring the bulk transport properties of
ion-implanted silicon wafers. ©2004 American Institute of Physics.@DOI: 10.1063/1.1755847#

I. INTRODUCTION

Among the physical parameters of semiconductors, the
electronic transport properties, namely, the minority-carrier
lifetime ~t!, the carrier diffusion coefficient~D!, and the
~front and rear! surface recombination velocities (s1 ands2)
have attracted great attention in semiconductor device manu-
facturing. Evaluation of these parameters is essential for
characterizing semiconductor wafers, for defect and contami-
nation monitoring, and for device modeling. The recently
introduced technique of laser-induced infrared photocarrier
radiometry~PCR! is a purely carrier-density-wave diagnostic
method for noncontact characterization of the electronic
transport properties of semiconductors.1 It was derived from

the well-known infrared photothermal radiometry~PTR!, a
technique extensively used in semiconductor
characterization.2–9 Both techniques rely on the detection of
infrared emission from the semiconductor sample optically
excited by an intensity-modulated laser beam with photon
energy greater than the fundamental energy gap of the mate-
rial. To simultaneously determine the transport properties,
both the amplitude and phase of the PTR or PCR signal are
recorded as a function of the modulation frequency over a
wide range and then fitted with an appropriate theoretical
model via a multiparameter fitting procedure. The unique-
ness of the fitted results relies on the different effects of the
individual parameters on the PCR signal.10

A common feature of the theoretical models used in the
multiparameter fitting to extract the electronic transport
properties of semiconductors is that in these models the
semiconductors are assumed to be homogeneous samples
with uniform properties. While this is generally true for non-
implanted semiconductor wafers, a theoretical model with an

a!Present Address: Institute of Optics and Electronics, Chinese Academy of
Sciences, P O Box 350 Shuangliu, Chengdu, Sichuan 610209, China; elec-
tronic mail: bcli@ioe.ac.cn

b!Electronic mail: mandelis@mie.utoronto.ca

JOURNAL OF APPLIED PHYSICS VOLUME 96, NUMBER 1 1 JULY 2004

1860021-8979/2004/96(1)/186/11/$22.00 © 2004 American Institute of Physics

Downloaded 18 Jul 2008 to 128.100.49.17. Redistribution subject to AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp

http://dx.doi.org/10.1063/1.1755847


assumed layered structure certainly better represents the ac-
tual structure of ion-implanted wafers. Therefore, to deter-
mine the transport properties of ion-implanted wafers, a
model with layered structure should be used. However, dif-
ficulty arises because of the uniqueness issue with the mul-
tiparameter fitting procedure.11 If a layered model is used in
the fitting, a greater number of unknown parameters make
the fitted results much less reliable. To obtain reliable fitting
results with sufficient accuracy, only a few unknown param-
eters should be involved in the multiparameter fitting. A lay-
ered model therefore should be avoided in the fitting proce-
dure.

To overcome this difficulty for the determination of the
transport properties of ion-implanted wafers, the homoge-
neous layer model is still used in the fitting but the fitted
results are discussed via a layered model to correlate the
fitted values to the actual values of the transport properties of
the ion-implanted wafers. Once the correlations between the
fitted values extracted with the homogeneous layer model
and the actual values of layered wafers are established, the
transport properties of the ion-implanted~layered! wafers
can be determined by fitting the PCR amplitude and phase to
the single-layer model. In this article, a three-layer~a surface
layer, an implanted layer, and a substrate layer! model is
used to simulate the PCR signals of ion-implanted wafers.
The simulated PCR amplitude and phase as a function of
modulation frequency are then fitted via a least-squares pro-
cess with a single-layer model to extract the effective trans-
port properties of the ion-implanted wafers. The relationship
between the extracted effective transport properties and the
transport properties of the substrate layer and the effects of
the optical and transport properties of the implanted layer
~both the optical and the electronic transport properties of the
implanted layer change with ion-implantation dose12! on the
fitted transport properties are discussed.

II. THEORETICAL MODELS AND MULTIPARAMETER
FITTING

The cross-section of an ion-implanted semiconductor
wafer is schematically presented in Fig. 1. A three-layer
structure is assumed: a surface layer, an ion-implanted layer,
and a substrate layer. The surface layer represents a region
traversed by the implanted ions. The ions do not reside

within this region. The thickness of this upper layer depends
on the implantation species and energy and is usually in the
range of 0–100 nm when the energy is a few hundreds of
keV or less. The second region lies within 10–500 nm below
the surface of the wafer and represents the implanted layer
where damage is maximum. The thickness of this implanted
layer depends on both the implantation energy and the im-
plantation dose. The third region is the remaining wafer and
features transport and optical properties similar to the intact
bulk wafer. The thicknesses of the three layers are denoted as
L1 , L2 , andL3 , respectively.

The PCR detection geometry is the same as that for PTR
of semiconductors.6,7,9 The excitation beam is assumed to be
Gaussian with a (1/e)-radius equal toa. The beam is modu-
lated with an angular frequencyv (v52p f ) and focused
onto the ion-implanted side of a laterally semi-infinite semi-
conductor wafer. In PCR measurements, the thermal infrared
~Planck-mediated! emissions are filtered out and only infra-
red ~IR! emissions from the free-carrier wave component are
detected by an appropriate IR detector and spectrally
matched filter combination.1 The PCR signal of an ion-
implanted wafer is obtained by solving the carrier transport
equations in the three regions and integrating the carrier den-
sity over the thickness of the whole wafer. By taking into
account the collection efficiency of the IR detector, the PCR
signal can be expressed as follows:12

SPCR~v!5CE
0

`

F̃~d,v!J1~dw!dd, ~1!

with

F̃~d,v!5
12exp~2b1L1!

b1
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1
E1

a1
@12exp~2a1L1!#

1
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@A21B2 exp~b2L2!#

1
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1
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1
E3

a3
@12exp~2a3L3!#. ~2!

C is a proportionality factor,J1 represents the Bessel func-
tion of the first kind of order 1,w is the effective radius of
the detector, andd is the integration variable. A detailed de-
scription of the symbols used in Eq.~2! is given in Ref. 12
and is repeated in Appendix A. The single-layer model is
obtained by simply assuming the thicknesses of the surface
and implanted layers to be zero. It is also presented
elsewhere1,8 but the main expression is given in Appendix B.
To determine the transport properties of semiconductor Si
wafers, both the amplitude and the phase of the PCR signal

FIG. 1. Schematic diagram of the proposed three-layer structure of an ion-
implanted silicon wafer.
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are measured as a function of modulation frequency in an
appropriate frequency range and then fitted to an appropriate
theoretical model.

To determine the electronic transport properties of ion-
implanted wafers via a multiparameter fit to a single-layer
model, the theoretical results of the three-layer model should
be compared first to that of the single homogeneous layer
model. In simulations, we first create a set of PCR data
which include 32 amplitude points and 32 phase points in a
modulation frequency range from 100 Hz to 1 MHz with the
three-layer model. Then we perform a multiparameter fit of
the simulated data to the single-layer model via a least-
squares process to extract the effective transport properties of
the ion-implanted~layered! Si wafers, namely, the carrier
lifetime and diffusion coefficient, and the surface recombina-
tion velocities. Since ion implantation modifies mainly opti-
cal and electronic transport in the implanted layer, we dis-
cuss only the effects of the optical and electronic transport
properties of the implanted layer on the fitted effective re-
sults of the ion-implanted wafers. In the multiparameter fit-
ting process, the following square variance is minimized:

Var5
(m51

N @AT~ f m!2AS~ f m!#2

N

1
(m51

N @FT~ f m!2FS~ f m!#2

(m51
N @FS~ f m!#2

. ~3!

Here,AS( f m) andFS( f m) are the PCR amplitude and phase
simulated with the three-layer model andAT( f m) and
FT( f m) are the fitted PCR amplitude and phase calculated
with the single-layer model.N is the total number of data
points ~32 in this case!. During the fitting procedure, the
three transport properties~t, D, ands1) and sometimes the
absorption coefficient~a! in the single-layer model are set as
free parameters. Either the absolute amplitude values or the
relative amplitudes normalized by the value at the lowest
frequency are used in the fitting. When the absolute values
are used, the proportionality factorC is assumed to be
known. Experimentally it can be determined by performing a
‘‘calibration’’ with a reference sample. The reference sample
is usually a nonimplanted substrate wafer. When a reference
sample is not available, a self-normalized amplitude can be
used in the fitting. In this case, the PCR amplitude at the
lowest frequency point simulated with the three-layer model
and that calculated with the single-layer model are both nor-
malized to 1 prior to fitting. By using the self-normalized
amplitude in the fitting, the errors caused by a not-well-
known reference are avoided.

III. SIMULATIONS

As stated before, since ion implantation affects signifi-
cantly the implanted layer only, the effects of the properties
of the implanted layer on the determination of the effective
transport properties of the ion-implanted semiconductor wa-
fer as a whole will be investigated exclusively, by discussing
their impact on the frequency behavior of the PCR amplitude
and phase. Since it is known that as the implantation dose
increases electronic damage occurs before the onset of opti-

cal damage,13,14 the effect of electronic damage on the fre-
quency behavior is discussed first. Figure 2 shows the PCR
amplitude and phase as a function of the modulation fre-
quency for an ion-implanted semiconductor wafer at differ-
ent levels of electronic damage caused by ion implantation,
before the onset of optical damage. In the calculations, the
carrier lifetime (t1), the diffusion coefficient (D1), and the
thickness (L1) of the surface layer are assumed to be 0.5ms,
3.5 cm2/s, and 10 nm, respectively. The properties of the
substrate layer (t3 , D3 , andL3) are assumed to be 5ms, 35
cm2/s, and 670mm, respectively. Since optical damage does
not yet appear~that is true when the implantation dose is low,
say, below 1012 to 1014cm22, depending on the type of im-
plantation species14!, the absorption coefficients (a1 ,a2 ,a3)
of the three layers are assumed to be the same: 6.6
3104 m21, which is the absorption coefficient of crystalline
silicon (c-Si) at 830 nm wavelength. The thickness of the
implanted layer is assumed to be 0.3mm. In all cases the rear
surface recombination velocity (s2) is set to be 1.0
3104 cm/s. Simulation results show that the PCR signal is
not sensitive to s2 in a wide range, from 100 to 1
3106 cm/s. For the experimental parameters, the radius of
the pump laser beam was measured by a pinhole scan and
was found to be 25mm. The effective size of the detector
was determined to be 55mm. The carrier lifetime and diffu-
sion coefficient of the implanted layer are determined by the
electronic damage level through the effective medium
approximation,14–16 with the lifetimes and diffusion coeffi-
cients of perfectly crystalline and totally electronically dam-
aged silicon wafers assumed to be 5ms and 1 ns, and 35 and

FIG. 2. Frequency dependence of PCR amplitude and phase with various
levels of electronic damage in the implanted layer.
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0.1 cm2/s, respectively. The increased electronic damage
level causes the PCR amplitude to decrease and the turning
frequency where the PCR amplitude begins decreasing
moves to higher values, a phenomenon consistent with the
effect of increasing front surface recombination velocity on
the frequency behavior.10

As the implantation dose increases, optical damage oc-
curs in the implanted layer, in addition to a total electronic
damage. The optical damage causes the absorption coeffi-
cient of the implanted layer to increase, until it is totally
saturated to the absorption coefficient of amorphous silicon
(a-Si). At 830 nm, the absorption coefficient ofa-Si is ap-
proximately 2.03106 m21,17 about 30 times that ofc-Si.
Figure 3 shows the influence of the increasing level of opti-
cal damage on the frequency behavior of the PCR signal.
The PCR amplitude decreases with increasing absorption co-
efficient ~increasing damage level!. However, the shape of
the frequency curve of the PCR amplitude and the PCR
phase are approximately independent of the absorption coef-
ficient. The increasing absorption coefficient causes an ap-
proximately equal drop of the amplitude in the whole fre-
quency range. An increase in the thickness of the implanted
layer causes a similar effect on the frequency behavior of
PCR amplitude and phase, as presented in Fig. 4. That is, the
PCR amplitude decreases with increasing thickness, and the
PCR phase is approximately independent of the thickness.

The simulated data presented in Figs. 2–4 are now fitted
to the single-layer model and the corresponding best fits are
presented in Figs. 5–7. Figure 5 shows the best fits to the

FIG. 3. Frequency dependence of PCR amplitude and phase with various
levels of optical damage and total electronic damage in the implanted layer.
The electronic transport properties of the implanted layer are the same as
that of a-Si: t251 ns, D250.1 cm2/s.

FIG. 4. Frequency dependence of PCR amplitude and phase with various
levels of optical damage, different thickness, and total electronic damage in
the implanted layer, as in Fig. 3.

FIG. 5. Best fits~solid lines! to the simulated frequency dependence~sym-
bols! of PCR amplitude and phase with various levels of electronic damage
in the implanted layer.
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simulated data presented in Fig. 2 and represents the influ-
ence of the electronic damage on the frequency behavior of
the PCR signal. The absolute amplitude values are used in
the fitting. The diffusion coefficient and absorption coeffi-
cient are fixed to the values ofc-Si, while the carrier lifetime
and front surface recombination velocity are set as free pa-
rameters to minimize the square variance. The fitted results
are presented in Table I, together with fitted results obtained
with freeD and/or self-normalized amplitude. In all cases the
square variance is well below that due to the experimental
error, estimated to be between 0.001 and 0.0001 therefore all
fitted results are considered acceptable. From Table I, the
fitted effective front surface recombination velocity increases
with increasing electronic damage rate. In all cases the fitted
effective carrier lifetime of the implanted wafer is close to
the lifetime of the substrate layer~within 4% maximum! and
the fitted effective diffusion coefficient is close to the diffu-
sion coefficient of the substrate layer~the difference is less
than 10% in the worst case! if the diffusion coefficient is also
set as a free parameter. Since the implanted layer lies close to
the surface, the effect of the electronic damage in the im-
planted layer on the PCR signal is approximately equivalent
to that of changed surface recombination. It is also noticed
that the effective transport properties fitted with either the
absolute amplitude or self-normalized amplitude are close to
each other. However, when the self-normalized amplitude is
used in the fitting, the square variance is much lower when
the electronic damage rate is high, and the fitted lifetime and

diffusion coefficient are closer to that of the substrate layer
~within 1%!. These results reflect the fact that with an optical
penetration depth of 15mm ~at 830 nm!, the PCR signal is
dominated by the contribution of the substrate layer.

Figure 6 shows the best fits when optical damage is also
present. Two different levels of optical damage are assumed
and fitted in the figure. In all cases, a total electronic damage
is assumed, considering the fact that electronic damage be-
comes saturated when optical damage begins. The electronic
transport properties of the implanted layer are therefore as-
sumed to be the same as those ofa-Si. With moderate opti-
cal damage rate, both the absolute and the self-normalized
amplitudes are used in the fitting. When the optical damage
level is high, only the self-normalized amplitude is used be-
cause if the absolute amplitude is used, the square variance is
too high and the fitted results cannot be considered as accept-
able. The fitted results are summarized in Table II with two
to four free parameters set in the multiparameter fitting.
When the absolute amplitude is used in the fitting, the square
variance is high~larger than 0.0001! if both the diffusion
coefficient and absorption are fixed to the values of the sub-
strate layer. Also, the fitted effective lifetime is well above
the lifetime of the substrate layer with the error increasing
with increasing level of optical damage. If the diffusion co-
efficient is fixed but the absorption coefficient is set as a free
parameter, the square variance is about one order of magni-
tude lower and the fitted results are less erroneous. If both

FIG. 6. Best fits~lines! to the simulated frequency dependence~symbols! of
PCR amplitude and phase with two different levels of optical damage in the
implanted layer. Solid lines represent the fits with the self-normalized am-
plitude and the dashed line represents the best fit with the absolute ampli-
tude and absorption coefficient of 23105 m21. ~Dashed line is not visible!.

FIG. 7. Best fits~solid lines! to the simulated frequency dependence~sym-
bols! of PCR amplitude and phase with different thicknesses of the im-
planted layer. The implanted layer was totally damaged both electronically
and optically. With complete damage, the optical and electronic transport
properties of the implanted layer are the same as that ofa-Si: a252
3106 m21, t251 ns, andD250.1 cm2/s.
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the diffusion coefficient and absorption coefficient are set as
free parameters, the fitting error further improves. In both
cases the fitted front surface recombination velocity and ab-
sorption coefficient are not reliable due to the close correla-
tion of their effects on the PCR signal. However, if the self-
normalized amplitude is used in the fitting instead, the fitted
lifetime and diffusion coefficient~if it is set as a free param-

eter! are close to that of the substrate layer~within 3% and
4%, respectively!. The fitted front surface recombination ve-
locity is approximately independent of the level of optical
damage. In the case where both the diffusion coefficient and
absorption coefficient are set as free parameters, the fitted
diffusion coefficient decreases slightly and the fitted absorp-
tion coefficient increases with increasing level of optical

TABLE I. Fitted results for simulated data with various electronic damage rates.

Amplitude used
in the fitting
and other
assumptions

Input t2 and
D2

~ms and cm2/s!

Fitted
lifetime ~t!

~ms!
Fitted D
~cm2/s!

Fitted s1

~cm/s!
Square

variance

Absolute
amplitude

0.1:1.65 4.92 35.0~fixed! 1215 7.6931027

0.01:0.94 4.95 35.0~fixed! 3754 2.231027

Fix D 0.001:0.1 5.14 35.0~fixed! 10468 2.2431025

Absolute
amplitude

0.1:1.65 5.04 34.6 1329 1.9731027

0.01:0.94 5.01 34.7 3850 2.231027

FreeD 0.001:0.1 5.18 31.8 12091 1.5631026

Self-normalized
amplitude

0.1:1.65 4.95 35.0~fixed! 1240 2.831027

0.01:0.94 4.97 35.0~fixed! 3770 1.331027

Fix D 0.001:0.1 5.01 35.0~fixed! 10020 3.6431029

Self-normalized
amplitude

0.1:1.65 5.03 34.7 1318 1.1331028

0.01:0.94 5.01 34.7 3858 5.6531029

FreeD 0.001:0.1 5.0 35.1 9968 1.4231029

TABLE II. Fitted results for simulated data with various optical damage rates.

Amplitude
used and other
assumptions

Input a2

~m21!

Fitted
lifetime ~t!

~ms!
Fitted D
~cm2/s!

Fitted a
~m21!

Fitted s1

~cm/s!
Square

variance

Absolute
amplitude

23105 5.49 35.0
~fixed!

6.63104

~fixed!
1.163104 2.3831024

63105 6.68 35.0
~fixed!

6.63104

~fixed!
1.583104 2.0431023

Fixed D anda 23106 13.36 35.0
~fixed!

6.63104

~fixed!
4.933104 1.4531022

Absolute
amplitude

23105 4.68 35.0
~fixed!

1.653105 7800 9.9131026

Fixed D, free
a

63105 4.61 35.0
~fixed!

4.453109 7400 2.6431025

23106 8.35 35.0
~fixed!

3.893104 6.053108 6.1431023

Absolute
amplitude

23105 4.92 32.1 1.313105 9176 2.3531026

63105 4.92 23.1 1.053105 1.403104 1.5531025

FreeD anda 23106 4.37 18.6 7.553104 4.063106 1.5031024

Self-
normalized
amplitude

23105 5.01 35.0
~fixed!

6.63104

~fixed!
1.013104 2.9131028

63105 5.05 35.0
~fixed!

6.63104

~fixed!
1.033104 2.5531027

Fixed D anda 23106 5.16 35.0
~fixed!

6.63104

~fixed!
1.103104 3.1131026

Self-
normalized
amplitude

23105 4.99 35.1 6.813104 9878 1.9931029

63105 4.99 34.5 7.883104 9702 8.13310210

FreeD anda 23106 4.99 33.6 1.183105 9429 6.4031029
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damage. Overall, when the self-normalized amplitude is
used, the fitted results are close to that without optical dam-
age. This is so because optical damage causes mainly the
PCR amplitude to decrease equally over the whole frequency
range, but does not alter the shapes of the frequency depen-
dencies of PCR amplitude and phase.

Figure 7 shows the best fits with a different degree of
optical damage from Fig. 6 and with different thicknesses of
the implanted layer. The fitted results are presented in Table
III. Good fits are obtained when the self-normalized ampli-
tude is used in the fitting. This is because the increase in the
thickness of the implanted layer causes mainly a decline of
the PCR amplitude, which does not affect significantly the
frequency behavior of the PCR signal, as shown in Fig. 4.

In summary, simulation results prove that ion-implanted
wafers can be treated as a homogeneous layer sample with
modified electronic transport properties. Because the absorp-
tion coefficient and thickness of the implanted layer affect
primarily only the amplitude, and only slightly the frequency
behavior or the phase of the PCR signal, and the effect of the
lifetime and diffusion coefficient of the implanted layer on
the frequency behavior of the PCR signal can be included in
a modified front surface recombination velocity, the lifetime
and diffusion coefficient of the substrate wafer can be deter-
mined by fitting the experimental data of implanted wafers to
a single-layer model via a multiparameter fitting procedure.
In all cases if the self-normalized amplitude is used in the
fitting, the extracted lifetime and diffusion coefficient are
close to that of the substrate layer, and the extracted front
surface recombination velocity is determined by the level of
electronic damage in the implanted layer. If the absolute am-
plitude is used in the fitting, the substrate lifetime and diffu-
sion coefficient can still be extracted with sufficient accuracy
if the level of optical damage is low or moderate, with opti-
cal damage rate12 less than 0.6.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Experiments with several industrial Si wafers were per-
formed to verify the theoretical simulations presented above.
The experimental setup has been described in detail
elsewhere.1,18 Briefly, a tunable Ti: sapphire laser pumped by
a 10-W 532 nm laser was used as the excitation source. The
laser was operated at 830 nm wavelength and the power of
the beam was 22.8 mW. The laser beam was focused onto the
sample surface and the radius of the beam at the surface was
measured to be approximately 25mm. The infrared emission
from the sample was collected and focused through a pair of
reflective objectives onto an InGaAs detector, preamplifier,
and optical cut-on filter assembly. The effective radius of the
detector was estimated to be 55mm. The spectral response
range of the detector optics was 0.8–1.8mm. The spectrally
matched filter further served to block any leakage of the
excitation source. The samples used in the experiments were
~100! orientedp-type silicon wafers, 10–20V cm, implanted
with 11B1 at an energy of 50 keV. The thicknesses of these
wafers were 675620 mm. The wafers were implanted at
room temperature at an angle of 7° to suppress channeling
with doses from 131010 to 131016cm22.

For each silicon wafer, the PCR signal was recorded as a
function of modulation frequency with two lock-in amplifiers
~LIA !. The first LIA ~SRS Model SR850! recorded the PCR
signal from 100 Hz to 100 kHz and the second one~SRS
Model SR844! recorded the signal from 100 kHz to 1 MHz.
Together the amplitude and phase of the PCR signal were
recorded at a total of 32 frequency points spanning from 100
Hz to 1 MHz. To eliminate the influence of instrumental
transfer function, the amplitude and phase of the PCR signal
were normalized by the detector signal recorded with the
scattering light of the excitation beam~in this case the filter
in front of the detector was removed!. After normalization,

TABLE III. Fitted results for simulated data with varying thickness of implanted layer.

Amplitude used
and other
assumptions

Input L2

anda2

~mm and m21!

Fitted
lifetime ~t!

~ms!

Fitted
D

~cm2/s!
Fitted a
~m21!

Fitted s1

~cm/s!
Square

variance

Absolute
amplitude

0.4:6.63104 5.22 35.0
~fixed!

6.63104

~fixed!
1.073104 5.1631025

Fixed D anda
Absolute
amplitude

0.4:6.63104 4.82 35.0
~fixed!

1.033105 8541 3.0731026

Fixed D, freea
Absolute
amplitude

0.4:6.63104 5.01 32.7 8.813104 9995 1.4331027

FreeD anda 0.4:23106 3.78 14.3 1.233105 5.603107 5.4431024

0.6:23106 2.93 9.42 2.653105 8.123107 2.1631023

Self-normalized
amplitude

0.4:6.63104 5.01 35.0
~fixed!

6.63104

~fixed!
1.013104 5.1231029

0.4:23106 5.21 35.0
~fixed!

6.63104

~fixed!
1.123104 5.6231026

Fixed D anda 0.6:23106 5.35 35.0
~fixed!

6.63104

~fixed!
1.183104 1.6031025

Self-normalized
amplitude

0.4:6.63104 5.00 35.0 6.683104 9978 7.36310210

0.4:23106 4.99 33.1 1.473105 9381 1.6931028

FreeD anda 0.6:23106 4.90 35.4 2.153105 8463 5.7731027
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the amplitudes and phases recorded with the two LIAs were
merged in the overlapping frequency range~around 100
kHz!.

A high-quality nonimplanted silicon wafer from the
same batch as the implanted wafers was first measured to
determine the proportionality factorC in Eq. ~1! and the
diffusion coefficient of the substrate layer of implanted wa-
fers, assuming they have the same diffusion coefficient. The
lifetime of this high-quality nonimplanted wafer was sup-
posed to be on the order of 1 ms. In this case the exact value
is not important as the PCR signal is insensitive to lifetime
within the chosen frequency rangef higher than 100 Hz, as
long as the lifetime is higher than a certain value, typically
0.2 ms. By setting the diffusion coefficient, the front surface
recombination velocity, and the effective detector size as free
parameters, the experimental data of the nonimplanted wafer
were fitted to the homogeneous layer model. In the fitting,
the rear surface recombination velocity was assumed to be
13104 cm/s. However, the exact value is not important as
mentioned above. The beam radius was determined to be 25
mm, measured by scanning a pinhole. The fitted diffusion
coefficient was approximately 35 cm2/s, which is close to
that of the monority carriers in a typicalp-type wafers.19 The
fitted front surface recombination velocity was 385 cm/s,
which is within the typical range for nonimplanted wafers.20

The effective detector radius was determined to be 55mm.
The experimental data of the implanted wafers were then
fitted to the homogeneous layer model to determine the life-
time and the effective front surface recombination velocity of
the wafers implanted with different doses. In the fitting, the
diffusion coefficient was fixed to 35 cm2/s, determined with
the nonimplanted wafer. The absorption coefficient was not
set as a free parameter, as it was found out that the effects of
the surface recombination velocity and of the absorption co-
efficient on the PCR signal are closely correlated and both
parameters could not be determined simultaneously via a
multiparameter fitting procedure. It was not set to the absorp-
tion coefficient ofc-Si either: Experimentally it was found
that, with the exception of the lowest dose, the fits were not
acceptable if the absorption coefficient ofc-Si was assumed.
The fits were acceptable and the square variance became
insensitive to the absorption coefficient only when the latter
was higher than a certain value~around 23105 m21). Sev-
eral absorption coefficient values were therefore used for
each wafer and the influence of the absorption coefficient
was investigated~see below!. For our fitting procedure, the
lifetime and front surface recombination velocity were set as
free parameters to minimize the square variance. Both the
absolute and self-normalized amplitudes were used in the
fitting. The fitted square variance was between 0.0002 and
0.009. This relatively high square variance is due to the rela-
tively high measurement error in PCR phase at the high fre-
quency end.

The experimental data and the corresponding best fits are
presented in Fig. 8 and the fitted lifetime and front surface
recombination velocity are shown in Fig. 9, together with the
assumed absorption coefficient values. Figure 9~a! shows the
assumed absorption coefficient. For each sample with a dif-
ferent dose, three or four absorption coefficient values were

assumed and are represented by solid squares. The empty
circle represents the absorption coefficient ofc-Si. The
dashed line represents a polynomial fit of all discrete points.
The best fits presented in Fig. 8 were obtained with the as-
sumed absorption coefficient at each dose being closest to
the polynomial fit and using absolute amplitude. Solid
squares in Fig. 9~b! represent the fitted lifetime. For each
sample, three or four fitted values are presented, correspond-
ing to the three or four assumed absorption coefficient values
in Fig. 9~a!. With the exception of the lowest dose sample,
the fitted lifetime values with different absorption coeffi-
cients are very close to each other and cannot be separated in
the figure, indicating that the fitted lifetime is approximately
independent of the assumed absorption coefficient, as ex-
pected from the theoretical predictions. The empty circle at
the lowest dose represents the fitted lifetime when the ab-
sorption coefficient of the sample was assumed to be that of
c-Si. From Fig. 9~b!, when the absolute amplitude was used
in the fitting, the fitted lifetime was approximately indepen-
dent of the implantation dose~within experimental error! ex-
cept for the 1010cm22 dose. The higher lifetime values of the
1015 and 1016cm22 doses are due to a lower signal-to-noise
ratio as the amplitude levels are lower at the high dose end.
Higher lifetime was also obtained for the lowest dose wafer.
The reason is not clear. The fitted lifetime for the lowest dose
is approximately 13ms and the average lifetime for the
higher dose wafers is approximately 4ms. It was also noticed
that the fitted lifetime of implanted wafers was substantially
lower than that of the corresponding nonimplanted wafer.
One possibility for these observations is that at 830 nm with

FIG. 8. Experimental frequency dependence of PCR amplitude and phase
and the corresponding best fits. The samples were boron implantedp-type
silicon wafers with doses from 1010 to 1016 cm22. The implantation energy
was 50 keV.

193J. Appl. Phys., Vol. 96, No. 1, 1 July 2004 Li et al.

Downloaded 18 Jul 2008 to 128.100.49.17. Redistribution subject to AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp



optical absorption lengtha21 equal to;2.5 mm, instead of
the true bulk lifetime, PCR is measuring the effective
lifetime21 which has contributions from both surface and
bulk. The surface lifetime is a strong function of the surface
recombination velocity. Therefore, unlike time-domain
techniques,22 the ability to measureS1 independently with
frequency-domain PCR allows, in principle, the unique de-
termination of both surface and bulk lifetimes. Figure 9~c!
presents the fitted front surface recombination velocity. For
each sample, three or four values were obtained, correspond-
ing to the assumed absorption coefficient values. The fitted
recombination velocity at each dose is sensitive to the as-
sumed absorption coefficient for that dose. The highest fitted
recombination velocity valuefor a given dosecorresponds to
the lowest assumed absorption coefficient for the dose and
the fitted recombination velocity decreases monotonically
with the assumed increasing absorption coefficient for each
dose. This is so because for a given sample, the effect of
surface recombination on the PCR signal is determined by
both the recombination velocity and the surface carrier den-
sity. The latter, in turn, increases with an increasing absorp-

tion coefficient due to the increased optical density. There-
fore, the contribution of an increased recombination velocity
to the overall effects of surface recombination on the PCR
signal can be compensated~at least partially! by the contri-
bution of a decreased absorption coefficient. From Fig. 9~c!,
the fitted surface recombination velocity increases with in-
creasing dose, which is in agreement with the simulation
results presented in the last section. When the self-
normalized amplitude was used in the fitting, the fitted life-
times were somewhat higher than that obtained when the
absolute amplitude was used. However, its dependence on
the implantation dose is similar to that obtained with the
absolute amplitude. The fitted lifetime for the lowest dose is
approximately 12ms and the average lifetime for higher dose
wafers is approximately 5ms. The fitted surface recombina-
tion velocity was basically saturated at the 106– 107 cm/s
level, independent of the implantation dose, except at the
lowest dose~not shown in the figure!, in agreement with the
simulation results. The fitted recombination velocity values
were less reliable than that obtained when the absolute am-
plitude was used due to the fact that the fitted recombination
velocity is more sensitive to the error in phase measurement
at the high frequency end.

It is worth noting that there is a large difference between
the lifetime of the implanted wafers and that of the nonim-
planted wafer, that is, the measured lifetime of a highly im-
planted wafer is much lower than that of the corresponding
nonimplanted wafer, while at low dose, the lifetime is some-
where in between. From the simulations it is clear that the
fitted lifetime of implanted wafers represents that of the sub-
strate layer, which was assumed not to be affected by ion
implantation. The experimental results do indicate that ion
implantation does affect the transport properties of the sub-
strate layer, probably due to ion or defect diffusion deep into
the substrate, even though the effect is much less significant
than that on the implanted layer.

V. CONCLUSIONS

Simulations have been performed to investigate the ac-
curacy of the determination of the electronic transport prop-
erties of implanted silicon wafers with photocarrier radiom-
etry by fitting frequency scan data to a single layer model via
a multiparameter fitting procedure. A three-layer model was
used to simulate the inhomogeneous structure of the ion-
implanted wafers. The effects of the structural, electronic,
and optical properties of the implanted layer on the fre-
quency behavior of the PCR signal of implanted wafers were
discussed in detail. Data simulated with the three-layer
model were fitted to a single-layer model to extract the elec-
tronic transport properties of implanted wafers. The fitted
lifetime and diffusion coefficient were found to be close to
that of the substrate layer which was assumed to remain in-
tact by the ion implantation process. If the absolute ampli-
tude is used in the multiparameter fit, the fitted front surface
recombination velocity becomes a complicated function of
the structural, optical, and transport properties of the im-
planted layer and the fitted value is subject to how accurately
the optical properties of the implanted wafer are known. The

FIG. 9. The assumed absorption coefficient~a!, the fitted carrier lifetime~b!,
and the fitted front surface recombination velocity~c! as functions of im-
plantation dose. The samples were boron implantedp-type silicon wafers
with doses from 1010 to 1016 cm22. The implantation energy was 50 keV.
The dashed lines in~a! and~c! are polynomial fits to guide the eye. The solid
squares in~a! represent the assumed absorption coefficient values. For each
sample, three or four absorption coefficient values were assumed, as shown
by the vertical squares at each dose. The solid squares and solid line in~b!
represent the results obtained with the absolute amplitude and the empty
squares and dotted line represent the results obtained with the self-
normalized amplitude. The solid squares in~c! represent the fitted recombi-
nation velocities corresponding to the assumed absorption coefficient values.
The open circles in~a!, ~b!, and ~c! represent the absorption coefficient of
c-Si and corresponding fitted lifetime and recombination velocity.
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fitting error increases significantly when optical damage is
present. The absolute amplitude should be used only if the
optical damage is low to moderate. However, if the self-
normalized amplitude is used in the fitting instead, the fitted
lifetime and diffusion coefficient are very close to that of the
substrate layer and the fitted recombination velocity is deter-
mined by the level of electronic damage, and is approxi-
mately independent of the level of optical damage. Experi-
ments with boron implanted wafers were performed and the
experimental results were in agreement with the simulations.
Both types of results with conventional~absolute! normaliza-
tion and self-normalization confirmed that the PCR tech-
nique is capable of measuring the electronic transport prop-
erties of ion-implanted wafers.
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APPENDIX A: SYMBOL DEFINITIONS APPEARING IN
EQ. „2…

bn
25d21sn

2, ~n51,2,3! ~A1!

sn
25

11 ivtn

Dntn
, ~n51,2,3! ~A2!

E15
a1~12R1!hP

2phnD1

exp~2d2a2/4!

b1
22a1

2
, ~A3!

E25
a2~12R1!~12R2!hP

2phnD2

exp~2d2a2/42a1L1!

b2
22a2

2
,

~A4!

E35
a3~12R1!~12R2!~12R3!hP

2phnD3

3
exp~2d2a2/42a1L12a2L2!

b3
22a3

2
, ~A5!

A15
1

H H 2Fb1

a1
~a21p2g1!exp~b1L1!2~b22p2g1!

3exp~2a1L1!GE11@p2g1~11g2!

1~g1g22h2!#E21
2g1g3

11g1
E3J , ~A6!

B15
1

a1H H 2@b1~12p2g1!exp~2b1L1!

2~b22p2g1!exp~2a1L1!#E11@p2g1~11g2!

1~g1g22h2!#E21
2g1g3

11g1
E3J , ~A7!

H5
1

a1
~a21p2g1!exp~b1L1!2~12p2g1!

3exp~2b1L1!; ~A8!

A25
1

2g1
@~11g1!A1 exp~2b1L1!

1~g12a2!B1 exp~b1L1!1~g11b2!E1

3exp~2a1L1!2~g11h1!E2#, ~A9!

B25g1A21g2E21g3E3 ; ~A10!

A35
1

2g2
@~11g2!A2 exp~2b2L2!

1~g22a3!B2 exp~b2L2!1~g21b3!E2

3exp~2a2L2!2~g21h2!E3# ~A11!

B35mA31gE3 ; ~A12!

with

a15
D1b12s1

D1b11s1
, ~A13!

b15
D1a11s1

D1b11s1
, ~A14!

a25
D1b11s2

D1b12s2
, ~A15!

b25
D1a12s2

D1b12s2
, ~A16!

a35
D2b21s3

D2b22s3
, ~A17!

b35
D2a22s3

D2b22s3
, ~A18!

a45
D3b31s4

D3b32s4
, ~A19!

b45
D3a32s4

D3b32s4
, ~A20!

g15
D2b2

D1b12s2
, ~A21!

g25
D3b3

D2b22s3
, ~A22!

h15
D2a2

D1b12s2
, ~A23!

h25
D3a3

D2b22s3
, ~A24!

m5
1

a4
exp~22b3L3!, ~A25!
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g5
b4

a4
exp~2b3L32a3L3!, ~A26!

p15
12m

11m
, ~A27!

g15
12p1g2

a31p1g2
exp~22b2L2!, ~A28!

g25
b32p1g2

a31p1g2
exp~2b2L22a2L2!, ~A29!

g35
p1g2~11g!1g2g2h2

a31p1g2
exp~2b2L2!, ~A30!

p25
12g1

11g1
. ~A31!

Here,Dn and tn (n51,2,3) are the minority~electron! car-
rier diffusion coefficient and lifetime of the surface layer,
implanted layer, and substrate layer, respectively.a1 , a2 ,
and a3 are their absorption coefficients, respectively.L1 ,
L2 , andL3 , are the thicknesses of the three layers, respec-
tively, a is the (1/e)-radius of the Gaussian excitation beam
andv (v52p f ) is the angular modulation frequency of the
beam.s1 ands4 are the front and rear surface recombination
velocities of the wafer, ands2 ands3 are the effective inter-
face recombination velocities at the first and second inter-
faces, respectively.R1 is the reflectivity of the front surface
and R2 and R3 are the effective reflectivities at the two in-
terfaces, respectively.P andhn are the power and the photon
energy of the incident laser beam.h is the quantum yield,
which is the optical-to-electrical energy conversion effi-
ciency.

APPENDIX B: PCR SIGNAL EXPRESSIONS FOR
SAMPLE OF SINGLE HOMOGENEOUS LAYER

The PCR signal for the single layer model follows:

SPCR-S~v!5CE
0

`

F̃S~d,v!J1~dw!dd, ~B1!

with

F̃S~d,v!5
12exp~2bL !

b
@A1B exp~bL !#

1
E

a
@12exp~2aL !#. ~B2!

Where

b25d21
11 ivt

Dt
, ~B3!

E5
a~12R!hP

2phnD

exp~2d2a2/4!

b22a2
, ~B4!

A52
1

H
@a2b1 exp~bL !2a1b2 exp~2aL !#E, ~B5!

B52
1

H
@b1 exp~2bL !2b2 exp~2aL !#E, ~B6!

H5a2 exp~bL !2a1 exp~2bL !; ~B7!

a15
Db2s1

Db1s1
, ~B8!

b15
Da1s1

Db1s1
, ~B9!

a25
Db1s2

Db2s2
, ~B10!

b25
Da2s2

Db2s2
, ~B11!

Here,D and t are the minority carrier diffusion coefficient
and lifetime of the sample, anda and L are its absorption
coefficient and thickness, respectively.s1 ands2 are the front
and rear surface recombination velocities of the sample, re-
spectively.R is the reflectivity of the front surface. The defi-
nitions of other symbols are the same as in Appendix A.
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