Exciton Lifetime Broadening and Distribution Profiles of PbS Colloidal Quantum Dot Thin Films Using Frequency- and Temperature-Scanned Photocarrier Radiometry
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1. INTRODUCTION

Lead-salt (PbS, PbSe, and PbTe) colloidal quantum dots (CQD) have been successfully employed as active components in electronic and optoelectronic devices such as photodetectors,1,2 light-emitting diodes,3,4 and solar cells.5,6 Currently, the most efficient CQD solar cells reported by Maraghechi et al.7 with power conversion efficiencies of 8% employ the depleted-heterojunction architecture consisting of a p-type PbS CQD layer coating on a transparent n-type metal oxide.8 Studies of lead-salt QDs have been carried out for several decades and still attract a growing number of investigations from both fundamental and applied points of view. By adjustment of composition, size, shape, monodispersity, capping ligand, and surface chemistry, as well as the degree of super lattice order in the films, electronic and optical properties become tunable. Various tunability mechanisms have been found and studied during the past decade. For example, for carrier delocalization, Mentzel et al.9 measured the current of PbSe nanocrystal (NC) array-based field-effect transistors as a function of source-drain voltage, gate voltage, and temperature, while Kang et al.10 studied the size- and temperature-dependent charge transport in PbSe NC thin films and found that the electron transport occurred at higher temperatures for films with smaller particles. Clark et al.11 studied Förster resonant energy transfer (FRET) of carriers between smaller and bigger sizes of PbS QDs with continuous wave and time-resolved fluorescence experiments. These authors established that there is a size dependence of fluorescence emission lifetimes in PbS quantum dots. Subsequently, Chen et al.12 studied size-dependent radiative emissions from PbS quantum dots embedded in a Nafion membrane using time-resolved photoluminescence (PL) decay and reported decreasing decay time with increasing QD size, possibly a result of less effective dielectric screening with larger QDs.13 A transient PL lifetime proportionality to polycrystalline polymer-film-embedded PbS nanoparticle diameter has also been observed by Lifshitz et al.,14 an opposite trend to that found by Chen et al.12 Besides FRET, transport mechanisms explored in QD films include variable-range hopping (VRH) as reported by Yu et al.15 and Romero and Drndic16 for PbSe QDs and tunneling between

Received: July 22, 2013
Revised: October 2, 2013
Published: October 4, 2013
adjacent CQDs studied by Talapin et al.\textsuperscript{17} Multiple exciton generation (MEG) and carrier relaxation processes have also been studied by Ellingson et al.\textsuperscript{18} and Istrate et al.\textsuperscript{19} Carriers trapped in trap states play a pertinent role in charge transport as reported by Sargent et al.\textsuperscript{20} and Gao and Johnson.\textsuperscript{21} Nevertheless, while the details of the exciton relaxation mechanism(s) in PbS CQDs are essential for an understanding of the optical-to-electronic energy conversion mechanism on which devices such as QD solar cells depend, the physical picture is far from clear because PL lifetime measurement methodologies to-date have not been accurate enough to determine the distribution of lifetimes. Although dc (or continuous) PL is a commonly used tool for investigating QD photophysics, it is not suitable for measuring dynamic processes such as exciton decays. Time-resolved PL has been used for the purpose of measuring relaxation lifetimes in PbS QDs at various temperatures.\textsuperscript{22,23} However, several major issues arise with this modality: excessive noise due to the broad bandwidth of fast detectors required to capture the transient, especially at long times of the PL transient (tens of microseconds), thereby yielding poor lifetime accuracy\textsuperscript{24} and the nonexponential character of the decay, which makes the use of deconvolution algorithms imprecise and resulting lifetimes poorly resolved and only under the assumption of discrete lifetimes. The development of reliable physical models of QD excited-state interactions as a function of parameters like ambient temperature and QD and trap densities can only be accomplished if the foregoing limitations on lifetime accuracy and precision and resolution can be overcome.

Photocarrier radiometry (PCR)\textsuperscript{24–28} is a dynamic spectrally integrated (in the present case) frequency-domain PL modality, the spectral bandwidth of which is gated to eliminate thermal-infrared photon contributions resulting from radiative emission reabsorption and nonradiative conversion. PCR can yield quantitative information about relaxation lifetime distributions and their radiative and nonradiative components associated with intra-QD and inter-QD excited state decay processes with accuracy and precision superior to time-resolved PL due to its intrinsically high signal-to-noise ratio (SNR) based on narrowband lock-in demodulation. The replacement of time-domain signal deconvolution requirements with two simultaneous integral equations in the frequency domain yielding theoretically identical lifetime spectra enhances measurement reliability and accuracy. Coupled with a physical relaxation model, PCR can allow the formulation of an inverse problem approach to reconstructing lifetime distributions (spectra) as a function of temperature, thereby probing various intra- and inter-QD relaxation processes through their respective lifetimes. This process can successfully link definitive physical models to the decay rates of exciton relaxation mechanisms.

In this work, we develop a frequency-domain exciton deexcitation and carrier trapping theory through a modification of the temperature-dependent time-resolved PL quantum dot model by Gaponenko et al.\textsuperscript{23} to address the problem of relaxation time distribution extraction and potential physical origins of the associated exciton relaxation mechanisms in CQD thin films currently used for the fabrication of heterojunction solar cells.\textsuperscript{8} The frequency-domain theory has allowed the decoupling of exciton radiative and nonradiative lifetime expressions without the need for PL signal normalization and allowed for the concept of relaxation time broadening. Continuous and discrete approaches to the lifetime reconstruction (inverse) problem at fixed temperature are introduced between 100 and 300 K, and the derived relaxation time distributions (spectra) are used with the PCR theory to study CQD exciton dynamics and inter-QD exciton transport processes involved in two PbS CQD thin films with different dot-to-dot spacing.

### 2. THEORETICAL METHODS

#### 2.1. Exciton Lifetime Distributions (Spectra) In Photoexcited PbS Quantum Dot Systems.

**2.1.1. QD Size-Distribution-Related Continuous Gaussian Lifetime Distribution.** Clark et al.\textsuperscript{11} spectrally resolved fluorescence decays of close-packed PbS QDs dispersed in tetrachloroethylene, chloroform, or hexane solvents and in the dry state in films photoexcited at 920 and 960 nm. They observed that different fluorescence wavelengths are characterized by different decay times which, in turn, were associated with FRET between QDs of smaller and larger sizes, given the excitonic quantum energy level dependence on quantum dot size. They concluded that different wavelengths are emitted by quantum dots of continuous size distributions and different lifetimes. Similar conclusions were reached by Chen et al.\textsuperscript{12} with regard to PbS QDs in a Nafion membrane and by Lifschitz et al.\textsuperscript{13} This latter group reported fluorescence emission trends consistent with smaller size QDs emitting radiation of shorter lifetime, but the trends with emitted wavelength were not consistent. In general, a continuous distribution of sizes is expected in any QD sample, albeit narrow or wide even within a nominally single size quantum dot assembly. It is also reasonable to assume a correspondence between size and decay lifetime upon energy exchange between smaller dots (higher exciton energy levels) and larger dots (lower energy levels).\textsuperscript{11,29} Given the random distribution of QD sizes within a solid film, a Gaussian exciton relaxation time distribution mirroring the random size distribution can be described as

\[
    f(\tau) = f_0 e^{-\frac{(\tau - \tau_0)^2}{\Delta \tau^2}}
\]

Here, \( \tau_0 \) is the most probable relaxation lifetime, and \( \Delta \tau \) is the lifetime spread (line width). A time-domain approach to photoluminescence decay kinetics from carriers trapped in exciton states can be represented as\textsuperscript{23}

\[
    I(t) = \int_{\tau_{\text{min}}}^{\tau_{\text{max}}} f(\tau) e^{-\frac{t}{\tau}} \, d\tau
\]

The PCR frequency response of a PbS colloidal QD system can be obtained from the Fourier transform:

\[
    F(\omega) = \int_{0}^{\infty} I(t) e^{-i\omega t} \, dt \approx \int_{0}^{\infty} \int_{0}^{\infty} f(\tau) e^{-\frac{t}{\tau}} e^{-i\omega t} \, d\tau \, dt
\]

where a continuous or discrete but physically finite distribution of lifetimes allows the truncated lower and upper limits of the lifetime integral (eq 2) to be approximated by the full range of possible lifetimes. It is straightforward to show that

\[
    F(\omega) = \int_{0}^{\infty} \frac{f(\tau)}{1 + i\omega \tau} \, d\tau
\]

Here, \( f(\tau) \) is the (unknown) lifetime distribution function and the range of lifetimes is physically limited to positive values. In the case of a Gaussian lifetime distribution

\[
    F(\omega) = f_0 \int_{0}^{\infty} \frac{e^{-\frac{(\tau - \tau_0)^2}{\Delta \tau^2}}}{1 + i\omega \tau} \, d\tau
\]
This is the desired frequency response when the lifetime spectrum is broadened due to QD excited state energy transfer. Such a mechanism is associated with the variable relaxation processes due to the random distribution of the QD sizes within a solid film. The complex integral (eq 5) can be separated into real and imaginary parts:

\[ F(\omega) = A(\omega) + iB(\omega) \]  

where

\[ A(\omega) \equiv \int_0^\infty \frac{\tau e^{-(\tau-\epsilon_0)/\Delta \tau^2}}{1 + \omega^2 \tau^2} \, d\tau \]  

and

\[ B(\omega) \equiv -\int_0^\infty \frac{\tau^2 e^{-(\tau-\epsilon_0)/\Delta \tau^2}}{1 + \omega^2 \tau^2} \, d\tau \]  

These integrals belong to a category of generalized Voigt functions that typically arise in the case of convolution between homogeneous and inhomogeneous broadening in gas phase spectroscopy. In the context of QDs, this gives rise to the concept of inhomogeneous “lifetime broadening” involving nanoparticle size, exciton scattering, multienergetic trap states, and resonance mechanisms. Proper Voigt integrals have \(-\infty\) as the lower limit, which was the case here before the negative \(\tau\) value range was truncated out on physical grounds. Computationally, it also turns out that the contribution of the negative \(\tau\) value range to both integrals (eqs 7a and 7b) is negligible.

2.1.2. QD Size-Distribution-Related Discrete Lifetime Distributions. 2.1.2.1. Hierarchically Constrained Multiple Relaxation Dynamics. The relaxation time distribution, eq 2, in its generalized form

\[ I(t) = \int_0^\infty f(\tau) \, e^{-t/\tau} \, d\tau \]  

is a statement that there may be appreciable QD system relaxation correlations on several time scales, which raises the possibility of a statistical distribution of relaxation times across several degrees of freedom. This concept has been applied to atomic systems undergoing glassy relaxation and has been shown11 to lead naturally to the Kohlrausch anomalous relaxation law,32 also known as the stretched exponential

\[ I(t) = I_0 \exp[-(t/\tau)^\beta], \quad 0 \leq \beta \leq 1 \]  

This law has been shown to hold in electronic systems as well, such as optoelectronic semiconductors, specifically in describing defect state dynamics in semi-insulating GaAs. Its physical meaning lies in the hierarchically constrained dynamics of the system, so that each degree of freedom relaxes to equilibrium in a serial manner, not in independent parallel relaxations, following the attainment of prior degrees of freedom such as hierarchical (serial) carrier emission from defect states or radiative recombination. A number of authors have used the stretched exponential time decay of the PL signal as a model for exciton hopping in combination with a nanocrystal (NC) Gaussian size distribution. They have associated the mostly experimental validity of eq 9 with energetically nonisolated nanocrystals exhibiting exciton interactions35-38 or even with electron–hole pair recombinations within an ensemble averaged distance.14 Most of these treatments did not attach any physical meaning to the time constant \(\tau\) in the stretched exponential used either alone, in a summation with additional stretched exponentials,14 or in \textit{ad hoc} combination with other transient functions36 so as to fit the transient PL decay curves empirically. All relaxation time constants led to the calculation of an average relaxation time, thereby losing the physical picture of distribution.14,23

2.1.2.2. Ad Hoc Discrete Lifetime Distributions. In retaining the essence of the lifetime distribution of eq 2 or its generalization, eq 8, the integral can be approximated in an \textit{ad hoc} manner with a superposition of discrete single-exponential-decay profiles. Then eqs 2 and 4 can be written, respectively, as

\[ I(t) = \int_0^\infty f(\tau) \, e^{-t/\tau} \, d\tau \approx \sum_{j=1}^n f_j \exp(-t/\tau_j) \]  

and

\[ F(\omega) \approx \sum_{j=1}^n \left( \frac{f_j \tau_j}{1 + i\omega \tau_j} \right) \]  

This approach provides the simplest discrete lifetime reconstruction methodology when eq 11 is best-fitted to frequency-domain PCR amplitude and phase data. However, the extent of its correctness and accuracy is unknown because the approximation (eq 10) can be readily justified neither on mathematical nor on physical grounds. Therefore, there is a strong possibility of the appearance of artifacts upon inversion of eq 11 in reconstructing the lifetime distribution (spectrum) on a time axis. A rigorous approach can be introduced based on variational inversion of the frequency-domain counterpart, eq 4, of the generalized relaxation time distribution, eq 8.

2.1.2.3. Variational Inverse Exciton Relaxation Time Distribution Problem. Equation 4 can be considered as an integral equation, where \(f(\tau)\) is the (unknown) lifetime distribution function and \(F(\omega)\) is a known function, a frequency response that can be measured experimentally. \(f(\tau)\) can be extracted using inversion methods for integral equations. Here only positive lifetimes have been considered. When resolved into its real and imaginary parts, eq 4 yields

\[ \text{Re}[F(\omega)] \equiv F_\text{Re}(\omega) = \int_0^\infty \left[ \frac{1}{1 + (\omega \tau)^2} \right] f(\tau) \, d\tau; \quad 0 \leq \omega < \infty \]  

and

\[ \text{Im}[F(\omega)] \equiv F_\text{Im}(\omega) = -\int_0^\infty \left[ \frac{\omega \tau}{1 + (\omega \tau)^2} \right] f(\tau) \, d\tau; \quad 0 \leq \omega < \infty \]  

These are two simultaneous Fredholm integral equations, each of which can be considered an inverse problem for \(f(\tau)\) using PCR signal real and imaginary parts. The above equations can be written in the forms

\[ \int_0^\infty K_\text{Re}(\omega \tau) \psi_\text{Re}(\tau) \, d\tau = F_\text{Re}(\omega); \quad 0 \leq \omega < \infty \]  

with the symmetric kernel
\[ K_b(\omega r) = \frac{1}{1 + (\omega r)^2} \] (15b)

and

\[ \int_{0}^{\infty} K_b(\omega r) \Psi_2(r) \, dr = F_2(\omega); \quad 0 \leq \omega < \infty \] (16a)

with the (also) symmetric kernel

\[ K_b(\omega r) = -\frac{\omega r}{1 + (\omega r)^2} \] (16b)

2.1.2.3.1. Inverse Problem: Real Part. Assuming the existence of multiple \( n \) Gaussian broadened time constants in the system, the variational solution function is (Supporting Information 1, Appendix, eq A9)

\[ \Psi_2(r) = \sum_{i=1}^{n} \alpha_i r \, e^{-[(r-\tau)/\Delta \tau_i]^2} \] (17)

The square matrix expression that solves for the variational coefficients \( \alpha_i \), eq A13, is

\[ \sum_{m=1}^{n} \alpha_m H_{\alpha m}(\tau_m, \omega_i; \Delta \tau_m, \Delta \omega_i) = S_{\alpha i}(\alpha_i, \Delta \omega_i); \quad 1 \leq m \leq n, \quad 1 \leq i \leq n \] (18)

where three integrals are involved (Supporting Information 1, Appendix, eqs A12 and A14):

\[ A_m(\omega; \tau_m, \Delta \tau_m) \equiv \int_{0}^{\infty} e^{-[(r-\tau)/\Delta \tau_i]^2} r \, dr \] (19)

(Voigt integral)

\[ H_{\alpha m}(\tau_m, \omega_i; \Delta \tau_m, \Delta \omega_i) = \int_{0}^{\infty} A_j(\omega; \tau_j, \Delta \tau_j) \, e^{-[(\omega-\omega_i)/\Delta \omega_i]^2} \, d\omega \] (20)

and

\[ S_{\alpha i}(\alpha_i, \Delta \omega_i) = \int_{0}^{\infty} F_k(\omega) \, e^{-[(\omega-\omega_i)/\Delta \omega_i]^2} \, d\omega \] (21)

with \( \omega_i \) and \( \Delta \omega_i \) formally representing the peak value and spread (line width) of the Fourier transform of the lifetime distribution: \( \omega = 2\pi/\tau \), \( \Delta \omega = 2\pi/\Delta \tau \). In practice, these values are determined from the frequency spacing of experimental data.

2.1.2.3.2. Inverse Problem: Imaginary Part. The variational function for the imaginary integral equation can be written as

\[ \Psi_1(r) = \sum_{i=1}^{n} \beta_i r \, e^{-[(r-\tau)/\Delta \tau_i]^2} \] (22)

and the square matrix expression that solves for the variational coefficients \( \beta_i \) is

\[ \sum_{m=1}^{n} \beta_m H_{\beta m}(\tau_m, \omega_i; \Delta \tau_m, \Delta \omega_i) = S_{\beta i}(\beta_i, \Delta \omega_i); \quad 1 \leq m \leq n, \quad 1 \leq i \leq n \] (23)

where, again, the following three integrals are involved (Supporting Information 1, Appendix, eqs A12 and A14):

\[ B_m(\omega; \tau_m, \Delta \tau_m) \equiv \int_{0}^{\infty} e^{-[(r-\tau)/\Delta \tau_i]^2} r \, dr \] (modified Voigt integral)

\[ H_{\beta k}(\tau_k, \omega_k; \Delta \tau_k, \Delta \omega_k) = \int_{0}^{\infty} B_j(\omega; \tau_j, \Delta \tau_j) \, e^{-[(\omega-\omega_k)/\Delta \omega_k]^2} \, d\omega \] (25)

\[ S_{\beta i}(\beta_i, \Delta \omega_i) = \int_{0}^{\infty} F_k(\omega) \, e^{-[(\omega-\omega_k)/\Delta \omega_k]^2} \, d\omega \] (26)

2.1.2.3.3. Special Case a: Continuous Spectrum, \( n = 1 \). This case corresponds to a single broadened lifetime. Equation 18 gives for \( n = 1 \)

\[ \alpha_i = \frac{\int_{0}^{\infty} F_k(\omega) \, e^{-[(\omega-\omega_0)/\Delta \omega_0]^2} \, d\omega}{\int_{0}^{\infty} A_i(\omega; \tau_i, \Delta \tau_i) \, e^{-[(\omega-\omega_i)/\Delta \omega_i]^2} \, d\omega} \] (27)

with

\[ \Psi_2(r) = \alpha_i r \, e^{-[(r-\tau_i)/\Delta \tau_i]^2} \] (28)

and

\[ A_i(\omega; \tau_i, \Delta \tau_i) = \int_{0}^{\infty} e^{-[(r-\tau_i)/\Delta \tau_i]^2} \, dr \] (19)

(29)

For the imaginary part, eq 23 gives

\[ \beta_i = \frac{\int_{0}^{\infty} F_k(\omega) \, e^{-[(\omega-\omega_0)/\Delta \omega_0]^2} \, d\omega}{\int_{0}^{\infty} B_i(\omega; \tau_i, \Delta \tau_i) \, e^{-[(\omega-\omega_i)/\Delta \omega_i]^2} \, d\omega} \] (30)

with

\[ \Psi_1(r) = \beta_i r \, e^{-[(r-\tau_i)/\Delta \tau_i]^2} \] (31)

and

\[ B_i(\omega; \tau_i, \Delta \tau_i) = \int_{0}^{\infty} \frac{e^{-[(r-\tau_i)/\Delta \tau_i]^2} \, dr} {1 + (\omega r)^2} \] (22)

2.1.2.3.4. Special Case b: Discrete Lifetime Multicomponent Spectrum. In the limit where the \( r \) distribution consists of sharply peaked components \( \Delta \tau \ll \tau \), and \( \Delta \omega \ll \omega \), we can set

\[ e^{-[(r-\tau)/\Delta \tau_i]^2} \to \delta(\tau - \tau_i); \quad e^{-[(\omega-\omega_0)/\Delta \omega_i]^2} \to \delta(\omega - \omega_i) \] (33)

so that the variational solutions, eqs 17 and 22, become:

\[ \Psi_2(r) = \sum_{i=1}^{n} \alpha_i \delta(\tau - \tau_i) \equiv \sum_{i=1}^{n} \alpha_i \Psi_{2i}(r) \] (34)

\[ \Psi_1(r) = \sum_{i=1}^{n} \beta_i \delta(\tau - \tau_i) \equiv \sum_{i=1}^{n} \beta_i \Psi_{1i}(r) \] (35)

Equation 18 can be written as

\[ \sum_{m=1}^{n} \frac{\alpha_m \tau_m}{1 + (\omega \tau_m)^2} = F_k(\omega); \quad 1 \leq m \leq n, \quad 1 \leq i \leq n \] (36)
This calls for a matrix inversion (Supporting Information 1, Appendix, eq A13):

\[
\begin{bmatrix}
\alpha_1 & H_{11} & H_{12} & \ldots & H_{1n} \\
\alpha_2 & H_{21} & H_{22} & \ldots & H_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_n & H_{n1} & H_{n2} & \ldots & H_{nn}
\end{bmatrix}
= \begin{bmatrix}
F_k(\omega_1) \\
F_k(\omega_2) \\
\vdots \\
F_k(\omega_n)
\end{bmatrix}
\]

where

\[
H_{jk} = \frac{t_k}{1 + (\alpha_j t_k)^2}
\]

The thus calculated \( \alpha_i \) can be used in eq 34 to build the discrete lifetime (line) spectrum from the real part of the frequency data (lock-in in-phase signal). Similarly, from the imaginary part, eq 35 becomes

\[
-\sum_{m=1}^{n} \frac{\beta_m \omega_m t_m^2}{1 + (\alpha_m t_m)^2} = \gamma(\omega_i)
\]

In matrix form,

\[
\begin{bmatrix}
\beta_1 & L_{11} & L_{12} & \ldots & L_{1n} \\
\beta_2 & L_{21} & L_{22} & \ldots & L_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_n & L_{n1} & L_{n2} & \ldots & L_{nn}
\end{bmatrix}
= \begin{bmatrix}
\gamma(\omega_1) \\
\gamma(\omega_2) \\
\vdots \\
\gamma(\omega_n)
\end{bmatrix}
\]

where

\[
L_{jk} = \frac{\omega_j t_j^2}{1 + (\alpha_j t_j)^2}
\]

The thus calculated \( \beta_i \) can be used in eq 35 to build the discrete lifetime spectrum from the imaginary part of the frequency data (lock-in quadrature signal). The two spectra from real and imaginary parts are theoretically identical; however, in practice, there are differences by virtue of the nature of the two lock-in data channels.

2.2. Frequency-Domain Approach to PbS Colloidal Quantum Dot Exciton Relaxation Dynamics. The dynamic system model involves exciton states split into a triplet “dark” and a higher energy singlet “bright” state at energies \( E_s \) and \( E_j \), respectively, above the exciton ground state.\(^{23}\) The two states have population \( N_s(t) \) and \( N_j(t) \), respectively. Physically, external optical excitation raises the exciton into some high virtual energy state from which the involved electron decays very rapidly (picoseconds) into the two lowest excited triplet and singlet states, which are also interacting with each other, Figure 1. From those two states, the electron comprising the exciton decays into the ground state or a trap state through radiative and nonradiative pathways with corresponding singlet and triplet lifetimes \( \tau_{rs} \) and \( \tau_{rt} \) (radiative), and \( \tau_{rns} \) and \( \tau_{rnr} \) (nonradiative). Aided by phonon interactions from the surrounding thermal bath at temperature \( T \), excitons can transition to ground state nonradiatively either through crossing over into trap states of the surrounding matrix outside the core exciton or through surface states of the excitonic PbS nanoparticle itself. We assume\(^{23}\) that it takes \( m \)-phonon emission in the triplet state and \( n \)-phonon emission in the singlet state for the electron to complete the nonradiative transition and decay to the ground state through that pathway. Given that the relaxation time for the 1S–1S exciton fine structure states in PbS quantum dots has been measured to be \(<1 \text{ ps} \)^{37}, the narrowly separated split-state populations are assumed to be at thermal equilibrium in the microsecond time scale exhibited by PbS nanoparticles.

For harmonically modulated optical excitation, the rate equations corresponding to the excited-state manifold of Figure 1 are

\[
dN_s(t)/dt = G_{s\omega}(t; \omega) - \left( \frac{1}{\tau_{rt}} + \frac{1}{\tau_{nr}} \right) N_s(t)
\]

\[
- \left( \frac{1}{\tau_{rs}} + \frac{1}{\tau_{nr}} \right) N_j(t)
\]

with

\[
N_s(t) + N_j(t) = N(t)
\]

Here \( \Delta E = E_s - E_j \) \( g_j \) stands for the degeneracy factor of electrons in state \( j \). The exciton generation rate using a laser beam modulated at angular frequency \( \omega \) is

\[
G_{s\omega}(t; \omega) = \frac{1}{2} G_0 (1 + \cos \omega t)
\]

where \( G_0 \) is the optical excitation rate amplitude \([\text{cm}^{-3} \text{s}^{-1}]\). The two nonradiative lifetimes are a function of temperature through their dependence on phonon populations or on trap/surface states with temperature-dependent occupation probabilities.\(^{23}\)

\[
\tau_{nr}(T) = \tau_{nr0} \left[ \exp(E_s/k_BT) - 1 \right]^{-m}
\]

\[
\tau_{nr}(T) = \tau_{nr0} \left[ \exp(E_s/k_BT) - 1 \right]^{-m}
\]

where \( \tau_{nr0} \) is a time constant for thermal (nonradiative) decay of excitonic electrons into a trap or surface state via emission of \( n \) or \( m \) phonons \((m > n)\). \( E_s \) is the longitudinal optical (LO)-phonon energy, which in PbS is equal to 26.6 meV.\(^{38}\) The solution of the system of eqs 41 with modulated population

\[
N_j(\omega; t) = \frac{1}{2} \eta_j(\omega)(1 + \cos \omega t); \quad j = t, s
\]
generated by the optical source, eq 42, gives for $J = t$, the triplet state population:

$$n_s(\omega; T) = \frac{G_0f(T)}{1 + i\omega \tau_s(T)}$$

(45)

where the effective relaxation times $\tau_1$ and $\tau_2$ are defined as

$$\tau_1(T) = \frac{\tau_{Rt}(T)}{1 + f(T)}$$

(46)

and

$$\tau_2(T) = \frac{\tau_{NR}(T) + f(T)}{1 + \tau_{NR}(T) + f(T)}$$

(47)

Here $f(T) \equiv \left(\frac{g_s}{g_t}\right) e^{-\Delta E/k_BT}$ and $R_n \equiv \frac{g_s}{g_t}$ is the degeneracy ratio (equals 1/3 in the singlet–triplet case).

Equation 47 is a statement that the total decay rate out of the split-energy state is equal to the sum of the radiative and nonradiative rates:

$$\frac{1}{\tau_1(T)} = \frac{1}{\tau_{Rt}(T)} + \frac{1}{\tau_{NR}(T)}$$

(48)

where

$$\tau_{Rt}(T) = \tau_{Rt}\left[1 + \left(\frac{g_s}{g_t}\right) e^{-\Delta E/k_BT}\right]$$

(49a)

and

$$\tau_{NR}(T) = \tau_{NR}(T)\left[1 + \left(\frac{g_s}{g_t}\right) e^{-\Delta E/k_BT}\right]$$

(49b)

The radiative lifetime, eq 49a, was first derived independently by Calcott et al.\(^{39}\) for Si nanocrystals; it has subsequently been used to represent the thermal equilibrium radiative lifetime of excitons both in Si nanocrystals\(^{39}\) and in PbS nanocrystals in silicate glass.\(^{22}\) Espiau de Lamaestre et al.\(^{32}\) measured $\tau_{Rl}/\tau_{Rs} = 18 \pm 2$ (1.4 $\mu$m emission wavelength) and $\tau_{Rl}/(\tau_{Rs} = 5.2 \pm 0.4$ (1.6 $\mu$m emission wavelength). They also measured $\Delta E = 37 \pm 3$ meV (1.4 $\mu$m) and $\Delta E = 22 \pm 2$ meV (1.6 $\mu$m). For PbS in glass Gaponenko et al.\(^{23}\) set

$$\Delta E = (m - n)E_p$$

(50)

and using the LO-phonon energy $E_p = 26.6$ meV, they found from transient PL that $\Delta E = (0.82 \pm 0.10) \times 26.6$ meV = 21.8 $\pm$ 3.2 meV. Equation 49a was used without considering the degeneracy ratio. Furthermore, they normalized the radiative decay channel contribution to the maximum PL intensity value, thereby neglecting effective nonradiative lifetime contributions at lower temperatures. Yet, the frequency-domain PCR dynamic theory predicts such contributions concurrently with radiative decay channels, eq 49b) at all temperatures. There has been no prior expression for the nonradiative relaxation time such as the one derived in eq 49b, accounting for transitions between the singlet and triplet states through intermediate interactions with adjacent trap states. The nonradiative recombination lifetime in Si nanocrystals has been considered to involve multiphonon transition processes for trapping into deep centers\(^{33}\) and an expression for $\tau_{NR}(T)$ was derived using multiphonon theory.\(^{41}\) Those expressions were not derived consistently with other relaxation pathways within a multichannel de-excitation manifold, such as is the case with PbS QDs.

Using eqs 43, we can set in eq 49b

$$\frac{\tau_{NR}(T)}{\tau_{NR}(T)} = \left[\exp\left(\frac{E_p}{k_BT}\right) - 1\right]^{m-n}$$

(51)

From eqs 41a–41c we also find the singlet state population for $J = s$:

$$n_s(\omega; T) = \frac{G_0f(T)\tau_s(T)}{1 + i\omega \tau_s(T)}$$

(52)

Therefore, the total exciton population and density decaying from the split level is

$$n_s(\omega; T) = \frac{G_0f(T)\tau_s(T)}{1 + i\omega \tau_s(T)}$$

(53)

This is the key equation describing the frequency-domain photoluminescence (exciton) PCR signal as a function of the total system decay time constant $\tau_p$, eq 47.

3. MATERIALS AND EXPERIMENTAL METHODS

For the purpose of probing excitonic carrier transport properties in QDs, two PbS QD samples were fabricated and studied.\(^{8,42}\) Both thin-film samples contained PbS colloidal quantum dots with mean diameter of 4.2 nm. The first ("uncoupled") sample was fabricated through drop casting of oleic acid capped PbS QDs. The large interparticle spacing of 4.2 nm does not allow strong interactions between dots, and hence the QDs were uncoupled. The second ("coupled") sample was fabricated through a layer-by-layer process in which the long oleic acid ligands were displaced by shorter 3-mercaptopropionic acid ligands, resulting in an interparticle spacing of about 0.5–1 nm. Such spacings allow for strong interactions between dots resulting in a coupled QD system.

The schematic diagram of the PCR experimental set-up, which was similar to our previous publications,\(^{29}\) is shown in Figure 2. A 10 mW diode laser of 830 nm wavelength and a beam diameter of ca. 0.1 mm was square-wave modulated with a function generator. A 1 $\mu$m long-pass filter was placed in front of the InGaAs photodetector to block the excitation beam. No short-pass filter was necessary because thermal infrared contributions to the signal were found to be negligible. The sample was placed on a Linkam LTS350 cryogenic stage, which allows maintenance of constant temperature in the 77–520 K range. Since high temperatures would dramatically and irreversibly change the properties of the PbS CQDs, the highest temperature for frequency and temperature scans was set to 300 K.

4. RESULTS AND DISCUSSION

4.1. Radiative Relaxation Lifetime (Time-Resolved) Spectra. Figure 3 shows the frequency-scanned PCR amplitude and phase responses. For both samples, decreasing temperature leads to pronounced growth of the PCR amplitude because of decreased nonradiative recombination probability at lower temperatures, which scales with phonon population as
shown below (Figures 6 and 8). Similar trends in spectrally integrated transient PL intensity emitted by PbS QDs in glass have been observed by Gaponenko et al.\textsuperscript{23} The larger high-frequency PCR phase lag with decreasing temperature is consistent with increased de-excitation lifetimes, again in agreement with the transient PL results in PbS in glass\textsuperscript{23} and in Si NC.\textsuperscript{40}

Two discrete-lifetime approaches were used, and each one involves two best-fitted data sets: lock-in amplitude and phase channel for the \textit{ad hoc} discrete distribution model and real (in-phase) and imaginary (quadrature) channel for the variational inverse distribution model. With respect to the continuous lifetime-broadened Voigt integrals, with numerical calculations for eqs 7a and 7b, the PCR amplitude and phase signals for the uncoupled sample were fitted to the frequency-scan data with excellent agreement: the amplitude curves (#1) in Figure 3a and the phase curves (#1) were best-fitted to eqs 7a and 7b, so that

Figure 2. Schematic diagram of the photocarrier radiometry (PCR) setup for CQD frequency and temperature scans.

Figure 3. PCR frequency-scan spectra of the uncoupled and coupled samples at various temperatures. Best fitted curves #1 were calculated from eq 5, curves #2 from eq 11, and curves #3 from eqs 36 and 38. (a) Experimental amplitudes for the uncoupled sample; (b) phases for the uncoupled sample; (c) amplitudes for the coupled sample; (d) phases for the coupled sample. Error bars, when not apparent, are of the size of, or smaller than, the symbols.
nearest and possibly more remote neighbors are possible, excitation mechanism(s) for the coupled QD case. This might be appropriate to approximate the more complicated exciton de-
tative and homogeneous broadening. This is consistent with the Voigt response arising from a combination of inhomogeneous and homogeneous broadening. In the case of the coupled sample with shorter inter-QD distance, the same Voigt-function procedure was attempted but could not yield good fits to the PCR signals, especially the phase at $T < 250$ K, so it was abandoned. The PCR phase is known to be more sensitive than the amplitude to the details of relaxation times associated with luminescent (radiative) emission processes in optoelectronic systems. Therefore, it is concluded that a simple Voigt distribution is not adequate for analysis in what follows, unless there are features in amplitudes that aid data interpretation. Figures 4 and 5 show the entire set of reconstructed lifetime spectra from phase (or quadrature) channel fitting results for both samples at several temperatures using all three methodologies (corresponding results for the amplitude (or in-phase) channel are included in Supporting Information 2, Table 1). The very small phase variances carry important lifetime reconstruction reliability and resolution implications, and phase-generated lifetime spectra will be used exclusively for analysis in what follows, unless there are features in amplitudes that aid data interpretation. Figures 4 and 5 show the $ad$ hoc reconstructed lifetime distributions. Although 70 lifetime values were produced for each curve, those with weighting constant $f_i < 0.1f_{max}$ were neglected. The dominant lifetime (the highest peak in each distribution) increases with building the spectra asymptotically with each successive sweep using $f(t) = f(t) - e^{-(t-\tau)/\Delta\tau}$ in eqs 7a and 7b until reasonable convergence was ensured. The result was the reconstruction of two normalized lifetime distributions. $f(t)$ only affects the amplitude channel; however, the manual best-fit was applied to both amplitude and phase data after normalization ($f(t) = 1$), “best-fit curve #1” in Figure 3a,b. The eq 11 best fits provided discrete multilifetime distributions or spectra $\tau_i$ weighed by probability factors $f_i$ at each fixed temperature. In the present work, $n$ was set to 70 to avoid information loss and the mean lifetime $\bar{\tau}$ was obtained by inserting $(\tau_{j1}, \tau_{j2}, ..., \tau_{jn})$ and $(f_{j1}, f_{j2}, ..., f_{jn})$ into eq 12 as fitting parameters. Because of the random initial values generated by the program, the final best-fit results were not strictly unique; however, they produced similar $\bar{\tau}$ spectra, $\bar{\tau}$ values (named $\tau_{\text{amp}}$ and $\tau_{\text{pha}}$ for best-fit amplitude and phase frequency scans, respectively) and the associated uncertainties were obtained by performing the calculation several times. The results are shown in Table 2. These results suggest that, while both amplitude and phase signals reflect the temperature dependence of exciton relaxation times, the phase signals with maximum variance 0.01% (uncoupled) and 0.43% (coupled) exhibit considerably higher SNR and thus yield much better resolved lifetime values than amplitudes. They represent the optimal precision of the PCR method, which thus proves to be much superior to transient PL derived lifetime values with typical uncertainty range 1.7–17%. The very small phase variances carry important lifetime reconstruction reliability and resolution implications, and phase-generated lifetime spectra will be used exclusively for analysis in what follows, unless there are features in amplitudes that aid data interpretation. Figures 4 and 5 show the entire set of reconstructed lifetime spectra from phase (or quadrature) channel fitting results for both samples at several temperatures using all three methodologies (corresponding results for the amplitude (or in-phase) channel are included in Supporting Information 2, Figures 1 and 2). Figures 4b and 5a show the $ad$ hoc reconstructed lifetime distributions. Although 70 lifetime values were produced for each curve, those with weighting constant $f_i < 0.1f_{max}$ were neglected. The dominant lifetime (the highest peak in each distribution) increases with

### Table 1. Fitted Lifetime ($\mu s$) Results of Phase Channel and Quadrature Channel at Various Temperatures ($T$) for the Uncoupled Sample

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\tau_0$ (continuous broadened lifetime (phase))</th>
<th>$\Delta\tau$</th>
<th>$\tau_{\text{amp}}$</th>
<th>$\tau_{\text{pha}}$</th>
<th>$\tau_{\text{pm}}$</th>
<th>$\tau_{\text{vm}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.21 ± 0.05</td>
<td>0.24 ± 0.001</td>
<td>0.08 ± 0.01</td>
<td>0.08 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.4 ± 0.05</td>
<td>0.41 ± 0.001</td>
<td>0.21 ± 0.01</td>
<td>0.20 ± 0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.73 ± 0.02</td>
<td>0.81 ± 0.02</td>
<td>0.99 ± 0.005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.4 ± 0.01</td>
<td>0.89 ± 0.03</td>
<td>1.33 ± 0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Mean Lifetime ($\mu s$) and the Variance (a%) Calculated from the $ad$ hoc Discrete Multiple Decay Model

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\tau_{\text{amp}}$ a%</th>
<th>$\tau_{\text{pha}}$ a%</th>
<th>$\tau_{\text{pm}}$ a%</th>
<th>$\tau_{\text{vm}}$ a%</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.06 ± 0.005</td>
<td>0.15 ± 0.005</td>
<td>5.90 ± 0.005</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>0.24 ± 0.05</td>
<td>0.42 ± 0.04</td>
<td>5.04 ± 0.03</td>
<td>4.99 ± 0.02</td>
</tr>
<tr>
<td>200</td>
<td>0.41 ± 0.05</td>
<td>0.74 ± 1.77</td>
<td>0.80 ± 0.11</td>
<td>0.87 ± 0.02</td>
</tr>
<tr>
<td>150</td>
<td>0.87 ± 0.01</td>
<td>1.10 ± 5.51</td>
<td>1.34 ± 0.03</td>
<td>0.95 ± 5.35</td>
</tr>
<tr>
<td>100</td>
<td>1.68 ± 0.01</td>
<td>2.03 ± 0.57</td>
<td>5.85 ± 0.04</td>
<td>5.66 ± 2.65</td>
</tr>
</tbody>
</table>

The values of $\tau_0$ (most probable decay lifetime) and broadening $\Delta\tau$ (statistical lifetime bandwidth) of eq 1 are shown in Table 1 (Corresponding results for the amplitude channel are included in Supporting Information 2, Table 1). Using the experimental error bars shown in Figure 3, we also fitted the maximum and minimum of the standard deviations, and this resulted in the variances shown in Tables 1 and 4 for both samples with three fitting approaches. The small error bars show that our PCR method produces stable and precise lock-in signals. The most probable lifetime values lie between 0.2 and 1.4 $\mu s$ in the range 100–300 K. These values are in very good agreement with the mean lifetime values measured for PbS QDs in glass and with the room-temperature fluorescence lifetime in PbSe CQDs (0.88 $\mu s$). Therefore, the statistical lifetime bandwidth $\Delta\tau$ is roughly of the same order of magnitude as the most probable lifetime $\tau_0$ at all temperatures, which is indicative of the large inhomogeneity in de-excitation rates in the uncoupled sample (likely due to temperature-dependent broad multienergetic excitonic trap distributions), superposed on much narrower homogeneous broadening due to temperature-independent QD size distribution. The experimental data of Figure 3c,d, labeled “best-fit curve #2”. A similar variational best-fit algorithm was generated using eqs 36 and 39 and was labeled “best-fit curve #3”. Best-fitting using the Voigt function was done by manually sweeping $\tau_0$ and $\Delta\tau$ and building the spectra asymptotically with each successive sweep using $f(t) = f(t) - e^{-(t-\tau)/\Delta\tau}$ in eqs 7a and 7b until reasonable convergence was ensured. The result was the reconstruction of two normalized lifetime distributions. $f(t)$ only affects the amplitude channel; however, the manual best-fit was applied to both amplitude and phase data after normalization ($f(t) = 1$), “best-fit curve #1” in Figure 3a,b. The eq 11 best fits provided discrete multilifetime distributions or spectra $\tau_i$ weighed by probability factors $f_i$ at each fixed temperature. In the present work, $n$ was set to 70 to avoid information loss and the mean lifetime $\bar{\tau}$ was obtained by inserting $(\tau_{j1}, \tau_{j2}, ..., \tau_{jn})$ and $(f_{j1}, f_{j2}, ..., f_{jn})$ into eq 12 as fitting parameters. Because of the random initial values generated by the program, the final best-fit results were not strictly unique; however, they produced similar $\bar{\tau}$ spectra, $\bar{\tau}$ values (named $\tau_{\text{amp}}$ and $\tau_{\text{pha}}$ for best-fit amplitude and phase frequency scans, respectively) and the associated uncertainties were obtained by performing the calculation several times. The results are shown in Table 2. These results suggest that, while both amplitude and
decreasing temperature, a clear trend for the uncoupled sample, which is consistent with the peaks of the continuous Voigt distribution, eq 5 and Figure 4a. However, the trend is more complicated for the coupled sample due to the large dispersion of the line spectra.

The variational inverse distribution model resulting in “best-fit curve #3”, Figure 3, is based on the real and imaginary parts of the PCR signal. The best-fit results were recast into amplitude and phase channels

\[
S(\omega) = \sqrt{R_k^2(\omega) + I_k^2(\omega)} \quad (55a)
\]

\[
\phi(\omega) = \tan^{-1} \left[ \frac{R_k(\omega)}{I_k(\omega)} \right] \quad (55b)
\]

Section 2.1.2.3, special case b, was used to reconstruct discrete lifetime spectra through matrix inversions, eqs 37 and 40, in order to compare the discrete variational and \textit{ad hoc} multiple-lifetime distribution methods. Data fitting was done by setting \( \omega_i \) (\( 1 \leq i \leq n \)) as the experimental angular frequencies.
\( n \) equals the number of measured frequency points. The lifetime distributions on the time axis reconstructed from those matrix inversions correspond to the real (Supporting Information 2, Figures 1c and 2b) and imaginary parts and are shown in Figures 4c and 5b where line spectra with weighing function values \( \Psi_{I/R}(\tau) < 10\% \) of \( \Psi_{\text{max}} \) were neglected, as was done with Figures 4b and 5a. These spectra exhibit similar trends in that the dominant lifetime increases when temperature decreases. However, the variational lifetime spectrum does not exhibit clustering around the dominant peaks. A comparison of the high-SNR variational and Voigt lifetime spectra of the uncoupled sample, Figure 4a,c, shows that strongly increased broadening with decreasing temperature is not accompanied by the emergence of clusters of additional variational peaks, unlike the \( \textit{ad hoc} \) spectrum, but rather by a monotonic increase in the magnitude of the dominant peak as represented by the variational coefficient \( \beta_i \) in eqs 31 and 40 and a shift to longer lifetime values, consistent with the broadened profile. The Voigt phase spectral distribution full-width at half-maximum (fwhm) in Figure 4a was fitted to an exciton–phonon scattering model with the temperature-dependent LO phonon population controlling homogeneous lifetime broadening and an additional temperature-independent component accounting for inhomogeneous broadening:

\[
\text{fwhm}(T) = \frac{\Delta \tau_0}{\langle n'(T) \rangle} + \Delta \tau_1
\]

\[
= \Delta \tau_0 \left[ \exp\left(\frac{E_p}{k_B T}\right) - 1 \right] + \Delta \tau_1
\]

Figure 6 shows excellent results of the model’s best-fit to the data. The calculated activation energy \( E_p = 22 \text{ meV} \) is close to the known value of 26.6 meV in PbS nanocrystals in glass,\(^{38}\) the difference also being justified in view of the different (colloidal) medium here. The best-fit value \( \Delta \tau_1 = 0.033 \mu s \) is small compared with the homogeneously broadened lifetime \( \Delta \tau_0 = 0.098 \mu s \) and mainly affects the fwhm at high \( T \), while the effect of \( \Delta \tau_0 \) is more pronounced over the entire temperature range. \( \Delta \tau_0 \) is a measure of trap–exciton interaction distribution. Its relatively large value is consistent with the exciton–LO phonon interaction probability also involving excitonic decays into multieenergetic trap or surface states. The conclusion here is that the dominant lifetime broadening mechanism over the 100–300 K temperature range in the uncoupled sample, a QD ensemble with long interdot distances, is homogeneous exciton–LO phonon scattering. Therefore, the lifetime

Figure 5. Continuous and discrete exciton lifetime distribution spectra of the coupled sample at various temperatures reconstructed from PCR frequency scan lock-in data: (a) \( \textit{ad hoc} \) discrete multiple lifetime distribution from phase signal; (b) variational discrete lifetime distribution from quadrature signal.

Figure 6. Plot of fwhm of the lifetime broadened spectrum of the uncoupled sample vs temperature dependence and best-fit to the homogeneous and inhomogeneous superposition model, eq 56. The fitting parameters are \( E_p = 22 \text{ meV}, \Delta \tau_0 = 0.098 \mu s, \) and \( \Delta \tau_1 = 0.033 \mu s \).
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spectrum can be interpreted as the result of decreased exciton–phonon interactions with decreasing temperature (and phonon population), and a concomitant increase of the radiative emission rate (variational peak magnitude increase → luminescence photon flux increase, Figure 5c), accompanied by a decrease in the nonradiative rate when radiative lifetime becomes rate-limiting (shorter). In view of Figure 6, the narrow Voigt fwhm, Figure 4a at high temperatures, almost constant down to \( T = 200 \text{ K} \), represents a temperature-independent lifetime broadening limit, probably due to and a measure of, a relatively narrow nanoparticle size distribution in the sample as different size quantum dots are known to exist in all prepared ensembles. The \( T \geq 200 \text{ K} \) variational peak amplitude in Figure 4c, small compared with lower temperatures, is also consistent with low-probability radiative emissions. The high-temperature narrow fwhm is consistent with a very short mean scattering length, thereby promoting further isolation of the quantum dots from their immediate neighborhood. Exciton hopping, which allows energy transfer from smaller dots to higher excited states of larger dots in a QD distribution such that larger dots exhibit longer decay lifetimes within the framework of FRET mechanism, does not appear to affect the uncoupled sample. The appearance in the ad hoc spectra of multiple discrete peak distributions with decreasing temperature, accompanied by increased distribution spreading of the cluster away from the dominant peak, is probably an artifact of the reconstruction algorithm bereft of physical significance; however, it produces a magnitude envelope that is roughly consistent with the broadened Voigt profiles. It is important to note that the discretization of eq 4, which led to eq 11, is of limited resolution with a step of \( \sim 0.5 \times 10^{-7} \text{ s} \), which does not satisfy the requirement \( \sim 0.1 \times 10^{-7} \text{ s} \), the latter representing \( \Delta \tau \) in the Voigt profile, Table 1. Nevertheless, the comparison in Tables 1 and 2 between continuous and ad hoc mean discrete reconstructed lifetimes for the uncoupled sample shows that both sets of lifetime values are in good agreement with each other between 300 and 200 K, regardless of the model used. This agreement is consistent with the narrow Voigt fwhm centered on peak lifetime values \( \tau_0 \) converging on the dominant spectral line, because there is no significant interaction between nearest neighbors due to LO phonon scattering lifetime dominance. Because the ad hoc peak clusters are only indicative of the lifetime spreads whereas the few variational peaks measure the most probable lifetime values, line spectra variances in the number of major reconstructed peaks are shown in Table 3 instead of the statistical variance of the mean lifetime in Table 2. When the number of the major peaks remained constant following repetitive execution of the reconstruction algorithm, the spectra variance was set to 0. The value of 1 means there is a deviation of one peak in the line spectrum. The observed excellent repeatability, Table 3, shows the high reliability of the variational inversion method.

For a thin film with a dense QD network of coupled CQDs, it is known that energy transfer from resonant energy states of smaller dots to higher excited states of larger dots in PbS dispersions is very efficient and many nearest-neighbor hopping (NNH) transitions occur at higher temperatures. Table 2 shows that the coupled sample phase (or quadrature) extracted lifetime variance is much smaller than its magnitude (or in-phase) extracted counterpart, as is also the case with the uncoupled sample. However, unlike the monotonic lifetime shifts of the major peak in the uncoupled case, here a degree of nonmonotonicity is observed as a result of the appearance of additional major lifetime components at low temperatures (\( \leq 200 \text{ K} \)) in the variational quadrature spectrum. The inability to find an acceptable Voigt fit for the coupled sample at any temperature is indicative of the multiple de-excitation channel mechanism associated with simultaneous and independent energy decay pathways. Unlike the essentially self-confined uncoupled case, additional relaxation degrees of freedom in the coupled lifetime distribution profiles are likely to involve nearest neighbor inter-QD interactions in the form of excited state electron tunneling (NNH migration or a Förster resonance) and photon emission from another QD, with the main difference being a more complicated intersystem crossing network for the coupled sample and therefore wider lifetime line spectrum. These pathways manifest themselves as additional lifetime peaks at \( T \leq 200 \text{ K} \), Figure 5b. The much stronger increase of the radiative emission probability than its uncoupled counterpart as represented by the variational coefficients \( \beta_i \) in Figure 5b is also consistent with the shorter-range exciton–exciton interaction and the much higher probability of a hopping or tunneling exciton to enter the excited-state manifold of a neighboring quantum dot and decay or continue on to a tertiary excitonic site. Comparison between \( \tau_{im} \) for the uncoupled case (single dominant lifetime) and the coupled case (mean of multiple lifetimes), Tables 1 and 4, shows that the ensemble with the shorter inter-QD distance (coupled case) consistently exhibits longer lifetimes, in agreement with the Förster radius theory, supporting the de-excitation energetics equivalence between single QDs of larger radii and QD clusters of short intra-QD distance. This effect was previously observed in QD luminescence spectra only and here it is corroborated by the lifetime spectra. It should be noted that in high QD density (coupled) thin-film structures, the short distance between adjacent QDs makes exciton hopping migration or FRET to nearby dots easier, which in turn leaves fewer carriers to recombine locally. As a result, the modulated PL intensity (PCR amplitude) of our coupled sample is much lower than that of the uncoupled sample, Figure 3a,c.

Table 3. Number of Inverted Peaks (n) and Line Spectra Variance (SV) Calculated from the Discrete Variational Multiple Decay Model for Quadrature Channel

<table>
<thead>
<tr>
<th>( T ) (K)</th>
<th>uncoupled sample</th>
<th>coupled sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>( SV )</td>
<td>( n )</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>250</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Fitted Lifetime (\( \mu s \)) Results of Phase Channel and Quadrature Channel at Various Temperatures for the Coupled Sample

<table>
<thead>
<tr>
<th>( T ) (K)</th>
<th>( \tau_{ph} )</th>
<th>( \tau_{pm} )</th>
<th>( \tau_{il} )</th>
<th>( \tau_{im} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.021 ± 0.003</td>
<td>0.23 ± 0.01</td>
<td>0.64 ± 0.05</td>
<td>0.786 ± 0.06</td>
</tr>
<tr>
<td>200</td>
<td>0.133 ± 0.001</td>
<td>0.8 ± 0.002</td>
<td>2.32 ± 0.3</td>
<td>1.13 ± 0.1</td>
</tr>
<tr>
<td>150</td>
<td>0.310 ± 0.01</td>
<td>1.34 ± 0.04</td>
<td>3.66 ± 0.1</td>
<td>1.83 ± 0.03</td>
</tr>
<tr>
<td>100</td>
<td>0.310 ± 0.03</td>
<td>5.85 ± 0.02</td>
<td>6.42 ± 0.1</td>
<td>6.58 ± 0.1</td>
</tr>
</tbody>
</table>
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Table 5. Summary of Decay Parameters Fitted from Total Decay Rate Equation for the Uncoupled Sample and the Coupled Sample

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\tau_2(T)$ ($\mu$s)</th>
<th>$\tau_{NRO}$ ($\mu$s)</th>
<th>$\tau_m$ ($\mu$s)</th>
<th>$m - n$</th>
<th>$m$</th>
<th>$\Delta E$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>uncoupled</td>
<td>$r_{pm}$ 235.2 ± 7</td>
<td>1.88 ± 0.01</td>
<td>0.006 ± 0.001</td>
<td>2.21 ± 0.01</td>
<td>7.78 ± 0.5</td>
<td>58.79 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>$r_m$     2.8 ± 0.8</td>
<td>1.92 ± 0.03</td>
<td>1.69 ± 0.4</td>
<td>1.76 ± 0.3</td>
<td>3.53 ± 0.18</td>
<td>46.82 ± 7.9</td>
</tr>
<tr>
<td></td>
<td>$r_{ip}$ 276 ± 3</td>
<td>4.3 ± 1</td>
<td>0.065 ± 0.002</td>
<td>0.75 ± 0.11</td>
<td>2.99 ± 0.15</td>
<td>19.95 ± 2.9</td>
</tr>
<tr>
<td>coupled</td>
<td>$r_{pm}$ 0.06 ± 0.01</td>
<td>14.1 ± 2</td>
<td>0.015 ± 0.002</td>
<td>1.75 ± 0.1</td>
<td>10.69 ± 0.5</td>
<td>46.55 ± 2.7</td>
</tr>
<tr>
<td></td>
<td>$r_m$     0.01 ± 0.001</td>
<td>23.4 ± 1.2</td>
<td>0.039 ± 0.005</td>
<td>1.40 ± 0.03</td>
<td>17.54 ± 1.5</td>
<td>37.24 ± 0.8</td>
</tr>
</tbody>
</table>

Figure 7. $\tau_2$ vs $1/kT$. Lines are best-fitted curves with theory discussed in the text (eq 48). (a) the uncoupled case results; (b) the coupled case results.

4.2. Radiative and Nonradiative Lifetime Extraction and Temperature Dependencies. For mean lifetime calculations with the ad hoc discrete model, eq 12, parametric lifetimes were introduced. They are defined as $\tau_{Rb}$, $\tau_{am}$, $\tau_{ip}$, $\tau_{Ro}$, $\tau_{im}$, $\tau_m$ and are shown in Table 1 for the uncoupled sample and in Table 4 for the coupled sample ($\tau_{Ro}$, $\tau_{im}$, $\tau_{ip}$, and $\tau_m$ are shown in Supporting Information 2, Tables 1 and 2). These lifetime symbols stand for the highest magnitude and the mean lifetime values calculated from amplitude, phase, real part (in-phase) and imaginary part (quadrature) channel, respectively. The numerical results in Table 1 for the uncoupled sample indicate that the two discrete methods produce similar temperature lifetime dependencies among all channels (phase, quadrature, amplitude and in-phase). Consistently with the lifetime spectra of Figures 4 and 5, the highest-peak and mean-lifetime values for the uncoupled sample, Table 1, are very close at all temperatures, an indication of one dominant radiative de-excitation mechanism. In contrast, the phase and quadrature highest and mean extracted values for the coupled sample are quite different below 250 K, indicating the emergence of multiple independent relaxation mechanisms.

The temperature dependence of lifetime on the exciton relaxation dynamics in QDs is described by eq 48. The temperature dependent lifetime values with highest reliability and accuracy, $r_{ph}(T)$, $r_{pm}(T)$, $r_{ip}(T)$, and $r_{im}(T)$, were successively set as the total decay lifetime, $r_2(T)$. Five parameters related to radiative and nonradiative relaxation, $r_{NRO}$, $r_{Ro}$, $r_{Rb}$, $m - n$, and $m$, were fitted together; then the singlet–triplet state energy difference, $\Delta E$, was calculated using eq 50. The results are shown in Table 5 for the uncoupled sample and the coupled sample (detailed results for $r_2(T) = r_{ph}(T)$ and $r_{ip}(T)$ are shown in Supporting Information 2, Tables 3 and 4). Multiparameter best-fitting was performed with the Downhill Simplex method,46 because there are many parameters and only finite sets of data; therefore, a fidelity prioritization of those parameters was introduced: it was found that the results for $r_{Ro}$, $m - n$, and $m$ are unique and precise. These three parameters determine the probable value of $r_2(T)$, while $r_{NRO}$ and $r_{im}$ affect the values of $r_2(T)$ to a lesser extent, near room temperature and at low temperatures, respectively. Table 5 also shows the results from the phase channel of the Gaussian-broadened Voigt distribution used to calculate $r_{ip}$. Using the variance in lifetime values, Table 1, variances of the parameters are also included in Table 5. Figure 7 shows Arrhenius plots of the five $\tau_2(T)$ functions from phase data with small variances of the mean lifetime derived from the experimental data.

To gain further insights into the origins of exciton relaxation physics, the total decay lifetime, $r_2(T)$, the radiative lifetime $r_{ph}(T)$, and the nonradiative lifetime $r_{NRO}(T)$ were calculated and compared. On the basis of our aforementioned conclusions about the SNR and repeatability advantages of phase and quadrature channels, the assumption $r_2(T) = r_{im}(T)$ was made, also because the variational phase and quadrature frequency responses conveniently exhibit self-normalization without a priori assumptions, in the form of zero value for all curves at low angular frequencies $\omega T_2(T) \ll 1$. This is an advantage over the assumption of zero nonradiative lifetime at low temperatures imposed by Gaponenko et al.23 in order to normalize the radiative lifetime spectrum that they derived from pulsed photoluminescence data. The thus calculated parameters were then used to reconstruct $r_2(T)$ and $r_{NRO}(T)$. The relative values...
of $\tau_2(T)$ compared with $\tau_R(T)$ and $\tau_{NR}(T)$ for each sample are plotted in Figure 8. The reconstructed uncoupled case profiles in Figure 8a show that the $\tau_2(T)$ behavior is dominated by $\tau_{NR}(T)$ at high (up to room) temperatures, and it gradually

Figure 8. Best fitted curves of $\tau_2$, $\tau_R$, and $\tau_{NR}$ vs $1/kT$ for (a) the uncoupled sample and (b) the coupled sample.

Figure 9. Best fitted Arrhenius curves for the uncoupled and coupled samples of (a) $\tau_2$, (b) $\tau_R$, and (c) $\tau_{NR}$.
converges to \( \tau_6(T) \) as temperature decreases. On the other hand, \( \tau_4(T) \) for the coupled case in Figure 8b is dominated by \( \tau_6(T) \) almost across the entire temperature range from 100 to 300 K. The uncoupled sample trends in Figure 8a provide complementary information to the conclusions of the lifetime broadening profile, Figure 6: together they indicate that at relatively high temperatures, exciton–phonon scattering results in nonradiative relaxation stemming from the relative isolation of each exciton from the wider range of neighboring excitons due to large inter-QD distances. The exciton decay is assumed to be into multienergetic traps associated with the colloidal surroundings and surface states of the PbS nanoparticles, Figure 1. With decreased temperature, the phonon population also decreases. Exciton–phonon scattering leading to nonradiative de-excitation pathways, and phonon emission gradually ceases to dominate. In the presence of energetic exciton traps, it appears that phonon-mediated is necessary for the nonradiative pathway to compete with radiative emissions. Additionally, the single-major-lifetime variational spectrum, Figure 4c, shows that in the uncoupled case the radiative relaxation mechanism is largely intra-QD, with all other lifetime decays contributing little or not at all, even at low \( T \). This is also consistent with the monotonic lifetime shifts of the single dominant peak in Figure 4c.

The combination of variational and Voigt spectra in conjunction with the physical lifetime relaxation model of Figure 1 and section 2.2 point to a clear physical picture for the uncoupled case. The LO phonon–exciton interactions are radiative lifetime and luminescence photon flux (variational line spectrum peak strength) limiting throughout the entire 100–300 K temperature range. They are accompanied by phonon-mediated nonradiative exciton decay at high temperatures and a broadened inhomogeneous Voigt lifetime profile associated with the convolution of exciton–phonon interaction and, to a much lesser extent, temperature-independent factors such as QD size distribution. These conclusions are also consistent with but not obvious from the \( ad hoc \) discrete spectra, which exhibit no discernible trends in peak strength with temperature, albeit the dominant peaks show progressive dominant lifetime increases similar to the variational and Voigt spectra.

In the coupled sample with much shorter inter-QD distances, exciton tunneling or hopping and recombination degrees of freedom through extended distributions of neighboring QD excited-state manifolds dominates over almost the entire temperature range, Figure 8b, consistent with the NNH mechanism,\(^{11}\) which operates independently from exciton–phonon-collision, nonradiative-decay-inducing processes. The gradual shift of radiative rate domination to inter-QD crossing as exciton–phonon scattering increases with increasing temperature thereby affecting the intra-QD radiative relaxation rate is consistent with the trends in the variational spectrum of Figure 8b, which shows two dominating lifetimes appearing for \( T \leq 200 \) K. The emergence of the strong shorter lifetime peak occurs at the expense of the single dominant longer lifetime peak and possibly reflects increasing exciton NNH rates and decays from higher excited states of neighboring QDs of larger sizes than that in which the exciton originated.\(^{11}\) It is interesting to note that the shorter low-temperature lifetime peak in Figure 8b, once it emerges, also grows in strength and shifts to longer values with further decreases in temperature. This is consistent with secondary and possibly higher-order phonon–exciton interactions following NNH among neighboring QDs. It can also be concluded that the appearance of the shorter lifetime peak marks the effective onset of exciton hopping occurring from smaller to larger colloidal PbS QDs from which, in turn, excitons relax at faster rates than those in the original QD, also consistent with PbS QDs embedded in a Nafion membrane.\(^{13}\)

Although the mean lifetime \( \tau_4(T) \) has small variance due to the high SNR experimental results, the derived values of \( \tau_6(T) \) and \( \tau_{NR}(T) \) shown in Figure 8 and calculated from eq 49 with the fitting parameters in Table 5 are more sensitive to the original fitting lifetime values and exhibit larger variances. Figure 9 shows Arrhenius plots for the total \( \tau_4(T) \) lifetime and its constituent lifetimes for the two samples. It is seen that \( \tau_5(T) \) of the coupled sample is longer than that of the uncoupled sample at all temperatures, Figure 9a, as expected from the smaller impact of nonradiative decay channels and the added direct exciton-to-exciton degrees of freedom in the coupled case. The \( \tau_6(T) \) of the coupled sample is a much more sensitive function of temperature than that in the uncoupled case, Figure 9b, exhibiting an approximately exponential increase with decreasing temperature. Figure 9b shows an exponential best-fit to the \( \tau_4(T) \) curve extracted from the coupled sample lifetime data:

\[
\tau_4(T) = \tau_{60} \exp\left(E/(k_B T)\right)
\]  

The best-fit parameters are \( E = 30.5 \) meV and \( \tau_{60} = 0.183 \) \( \mu s \). The activation energy is in good agreement with the value 37 meV for the interlevel energy spacing, \( \Delta E \), derived from the full fit to the data, Table 5, but higher than 21.8 ± 3.2 meV for PbS in glass.\(^{25}\) The exponential fit is the result of the large \( \tau_{40}/\tau_{60} = 23.4/0.039 \) ratio in eq 49a. This is consistent with the fact that the nonradiative recombination rate in the coupled sample is much lower than in the case of quasi-isolated excitons in the uncoupled sample, Figure 9c, and \( \tau_6 \) is therefore rate-limited through phonon scattering, the population of which decreases exponentially with decreasing temperature.

The foregoing uncoupled and coupled sample lifetime distribution behaviors can be further understood from the fact that the uncoupled sample is capped with oleic acid, an insulating ligand that prevents carriers from diffusing. The coupled sample on the other hand is capped with 3-mercaptopropionic acid, which brings the CQDs close together allowing carriers to diffuse or hop over a large number of CQDs likely involving shallow nonradiative states, which may be inefficient, low-occupation-probability photocarrier traps\(^{45}\) that can be thermally emptied even at low temperatures. This increases the effective nonradiative lifetime, as shown in Figure 9c. The implication here is that such traps cannot be photocurrent-limiting recombination sites in a photovoltaic device configuration. Such a device based on coupled CQDs is expected to exhibit moderate mobilities and high short-circuit currents.\(^{21}\)

5. CONCLUSIONS

The PCR method was applied for the first time to the study of optoelectronic properties of PbS CQDs with different interdot spacing. Using three lifetime relaxation models, we reconstructed lifetime distribution spectra from the PCR frequency-response data, and the temperature dependence of lifetimes was analyzed using an exciton manifold decay model involving radiative and nonradiative pathways. The high lock-in signal-to-noise ratio inherent in PCR allowed the generation of reliable continuous and discrete lifetime spectra and yielded physical mechanisms of intradot and interdot excitonic interactions. With this energetic exciton model and the reconstructed
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lifetime spectra, the lowest 1S–1S exciton splitting energy was determined to be 37 meV and the radiative and nonradiative lifetimes were calculated without any need for signal normalization at low temperatures. They were found to be 0.039 and 23.4 μs, respectively, for the singlet state, and 0.13 and 0.3 μs for the triplet state of a sample with small interdot distance used in the fabrication of CQD solar cells. The excitonic model together with the high-reliability of the variational lifetime line spectrum can be further used to identify the temperature threshold for the onset of NNH and exciton–exciton hopping interactions in coupled CQD systems.
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