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A theoretical model of the coupled photoconductive (PC) and microphone gas-coupled pho-
toacoustic (PA) signal generation is presented. The model includes numerical solutions to the fol-
lowing: (i) the carrier transport equations leading to PC signal generation in the presence of two dif-
ferent types of recombination centers, (ii) the Poisson equation relating the difference between elec-
tron and hole densities to the internal electric field, and (iii) the heat diffusion equation, relating the
carrier population density to the heat generation rate and ultimately to the PA signal generation.
Spectroscopic simulations with the CdS absorption spectrum as input data essentially show agree-
ment between theory and experiment in the band-gap and sub-band-gap spectral regions. Parameter
variation reveals that PA and PC experimental data (preceding paper) can be predicted if, and only
if, a wavelength-dependent nonradiative quantum efficiency is assumed with a substantial increase
at photon energies below the band gap, coupled with signal contributions at higher photon energies

due to band-to-band intrinsic transitions.

I. INTRODUCTION

The theory of the photoacoustic effect in solids
developed by Rosencwaig and Gersho' (RG) has been the
foundation for the development of specialized pho-
toacoustic theories of semiconductors.>~® In the RG
model the heat generation in a solid was assumed to occur
instantaneously at the same spatial position where the ex-
citing photons were absorbed. In semiconductors, light
absorption is usually accompanied by energy migration
before the transfer of the excited carrier energy to the lat-
tice via nonradiative deexcitation transitions generating
the photoacoustic (PA) signal source.” During their finite
lifetime carriers in excited states can diffuse under popu-
lation gradients® or drift under the influence of external
electric fields>® through finite distances in a crystal. As a
result, the distribution of the optical energy in a semicon-
ductor is not the same as that of the thermal energy. The
spatial distributions of free electrons and holes in semi-
conductors depend upon the electronic properties of these
materials, such as the surface recombination velocity and
the diffusion coefficient of the carriers. Therefore, the
PA signal is expected to contain information about these
electronic parameters. The degree of usefulness of exist-
ing mathematical models must be judged in relation to the
success of such models in incorporating and predicting
PA signal dependence on these parameters. Among the
available theories, Miranda® presented a one-dimensional
model of the PA effect in semiconductors by taking into
account carrier (electron and hole) diffusion and recom-
bination. He solved the carrier diffusion equation for
electrons and the heat diffusion equation and thus deter-
mined the PA response in terms of various semiconductor
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transport parameters. For instance, he was able to deduce
the electronic lifetime and diffusion coefficient from the
slope of the theoretical PA magnitude versus light modu-
lation frequency response curve. The heat generation
term, however, used in his work was

MnonradBlo

1.1
hv (-

Q(x,t)= exp(Bx)expliogt) ,

where 7,onrag 1S the nonradiative quantum efficiency of
the electron de-excitation process, B(v) is the semiconduc-
tor absorption coefficient at optical frequency v, I is the
irradiance of the incident light beam, and w, is the angu-
lar frequency of light intensity modulation. Equation
(1.1) is generally incomplete because it does not take into
account carrier diffusion and recombination processes.
Furthermore, the contribution of the surface recombina-
tion of free electrons and holes to the heat generation rate
was also ignored. Sandomirskii et al.*® used a similar
theoretical approach to that of Miranda’s, with the com-
plete expression for the heat generation term. These au-
thors focused their analysis on the modulation frequency
dependence of the PA phase. They predicted the oc-
currence of phase peaks and valleys, which were theoreti-
cally related to thermal and electronic properties of the
semiconductor, e.g., the thermal diffusivity, the ambipolar
diffusion coefficient, and the lifetime of free carriers.
These characteristic frequencies were found to be on the
order of 10—70 kHz and, therefore, impractical for micro-
phone gas-coupled experimental PA implementation.
Vasil’ev and Sandomirskii® further presented a PA theory
of semiconductors which were subjected to an alternating
(AC) electric field. They deduced phase frequency depen-
dences on the same thermal and electronic transport prop-
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erties as those in Refs. 4 and S with similar experimental
limitations. Bandeira et al.? used an approach somewhat
different from those other workers by presenting a PA
theory of semiconductors with an applied dc transverse
electric field across the crystal, while taking electron dif-
fusion effects into account. These authors assumed, how-
ever, no contributions to charge diffusion from holes, con-
stant nonradiative quantum efficiencies throughout the
optical-absorption spectrum of the semiconductor, and
negligible trapping and/or recombination state densities.
Their theory, nevertheless, showed considerable general
agreement with experimental data from a CdS crystal of
unknown origin and specifications, especially in the spec-
tral range of photon energies higher than 2.4 eV (520 nm),
which lie at or above the band-gap energy of this semicon-
ductor.

The common shortfalls of all the existing PA theories
when applied to pure CdS single crystals are (i) their in-
ability to account for the presence of sub-band-gap trap-
ping centers, which are known to exist in large densities in
this semiconductor;”!* and (ii) their suitability to prob-
lems relevant only to extrinsic (impurity) semiconductors,
whose transport properties are determined almost entirely
by minority carrier statistics. In the case of pure CdS,
and other II-VI compound semiconductors of this type,
single crystals tend to be n type and, when properly self-
compensated, to behave like high-resistivity intrinsic
semiconductors. A rigorous determination of the pho-
toacoustic and photoconductive signal source generation
in intrinsic semiconductors involves the solution of three
time-dependent simultaneous equations: two equations
for the electron and hole transports, and Poisson’s equa-
tion for space charge. The resulting carrier distributions
can then be used directly to calculate the photocurrent
density. They can further be used to calculate the crystal
heat generation rate as a result of nonradiative recombina-
tions. This rate will then be the thermal driving forcing
function to the heat diffusion equation in the solid, which
will ultimately generate the photoacoustic pressure pulse
in the microphone chamber according to the RG model.!

In this work we have solved the above mentioned set of
equations using the optical-absorption spectrum of CdS as
an input excitation function which induces optical, elec-
tronic, and thermal responses in this material. The
rigorous solution of the set of differential equations with
no a priori simplifying assumptions requires a numerical
approach, such as the finite difference method which we
used in this paper. The use of a numerical method further
allowed us to take into account the presence of sub-band-
gap optical defect level mass-action statistics, without the
requirement of detailed knowledge of the trapping mecha-
nism at electron and hole-trapping centers. No assump-
tion of a spatially linear relationship between electron and
hole densities had to be made,!! nor had the solutions to
be confined to the steady state limit'? as did previous
analytical treatments of carrier transport equations. The
solutions obtained numerically were applied to the experi-
mental case of primary photoacoustic PA and photocon-
ductive (PC) spectra acquisition in the presence of a trans-
verse dc electric field across the crystal excited by modu-
lated monochromatic illumination (See Paper I, Sec.

III B).

II. ENERGETICS OF RECOMBINATION
DEFECT CENTERS IN PURE CdS CRYSTAL

The nature and energy levels of defects responsible for
the PA and PC spectroscopic behavior in the sub-band-
gap region are of importance in estimating the contribu-
tions of mass-action statistics to the theoretical response
of high-resistivity CdS single crystals. Such defects have
been known to be responsible for radiative recombination
and trapping of free carriers, resulting in orange lumines-
cence'>"1® at low temperatures. Recently, orange
luminescence was reported in low-resistivity CdS crystals
at room temperature,!” and was also visually observed!® in
high-resistivity CdS at room temperature. Some of the
earlier investigations'*!> on the possible origin of the
luminescence resulted in contradicting models. The prob-
lem lay in the difficulty of identification of the origin of
orange luminescence events, following either a band-to-
defect level or a defect-to-defect level electronic transition.
More recently, Mochizuki et al.'% resolved that issue from
the photoluminescence spectra of CdS,Se;_, and
Cd,Zn,;_,S solid solutions. From their results, the prob-
able emission mechanism appeared to be a donor defect-
to-acceptor defect level pair recombination with the donor
level located 0.21 eV below the conduction band
minimum, and the acceptor level at 0.29 eV above the
valence band maximum of CdS at 4.2 K. The donor re-
sponsible for the emission seemed to be related to native
defects, such as Cd interstitials or S vacancies. The na-
ture of the acceptor defect center is unknown to date.
Other authors have identified some of the energy levels
associated with various defects in pure CdS. The main re-
sults are shown in Table I. Based on those findings, a
partial picture of the energy levels of major defect centers
in the band gap of pure CdS can be constructed as shown
in Fig. 1. In that figure, energy bands, rather than levels,
have been drawn for defects with more than one reported
associated value in Table I. Taking the results by
Mochizuki et al.!® into account, and a value for our CdS
crystal gap width E;,~2.56 eV,'® Fig. 1 shows that
orange luminescence will cease if the photon energy of the
optical excitation falls below the 2.31 eV level on the aver-
age. This approximate energy value is required to optical-
ly excite electrons from the filled band to defect levels of
the doubly ionized sulphur vacancy. The photon energy
of 2.31 eV corresponds to about 534 nm, which agrees
closely with our visual observation'® that orange lumines-
cence ceased at wavelengths longer than approximately
525 nm. It thus appears likely that the observed PA and
PC maxima'® at around 529—530 nm are due to the cessa-
tion or orange luminescence and the rechanneling of the
excitation energy to nonradiative recombinations with a
corresponding increase in the nonradiative quantum yield
Mnonrad- 1 he above mechanism might be expected to break
down, if there was active participation of the V4 defect
which lies somewhat lower than the V,  defect band in
Fig. 1. Therefore, it must be assumed that the V4 center
cannot interact directly with the orange luminescence gen-
eration process in our crystals. The absence of any
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FIG. 1. Major defect species and energy level location in the
bandgap of pure CdS. Energy bands are shown shaded where
more than one value is cited in the literature (Table I), instead of
single levels.

measurable V¢4 concentration is also supported by
Uchida’s work,'® who has concluded that vapor-grown
pure CdS crystals with resistivity in the neighborhood of
10° Qcm contained little or no cadmium vacancies.
Uchida further showed that the PC maximum at around
529 nm disappeared after the deliberate formation of cad-
mium vacancies in the bulk of the crystal.

III. THEORY

In view of the discussion in Sec. II above, and for sim-
plicity purposes, the theoretical model to be used consists
of one type of electron trap, one type of hole trap, and one
major recombination center in agreement with Bube’s PC
analysis.!® As examples of defect centers acting as elec-
tron traps may be doubly ionized sulphur vacancies, V;,_,
while deeper defects, such as Cd and S vacancy com-
plexes, Fig. 1, may act as recombination centers. Defect
levels close to the valence band edge may act as hole traps,
such as the center of unknown origin identified by
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FIG. 2. Simplified CdS band-gap configuration adopted in
the theory. E,,: electron trap ionization energy; E,,: hole trap
ionization energy; E,: recombination center activation energy.

Mochizuki et al.'® The simplified version of the CdS
band-gap energetics used in the theory is shown in Fig. 2.

A. Carrier transport formalism

To describe the carrier distribution inside the crystal,
the electron and hole transport equations must be
solved,!!

9
atn(y,t)—G(y)—R(y,t)
d d
+—— |n(y,)u, E(y)+D,—n(y,t) |, (3.1)
dy y

d
EY (y,)=G(y)—R(y,t)

3y ) (3.2)

p(y,t)u,E(y)—D, Ba;p (y,1)

coupled with Poisson’s equation,

TABLE 1. Pure CdS defect species identification and position below the conduction-band minimum.

Possible defect Temperature (°C) E (eV) Reference
—170 0.20—-0.21 (a)
Vs —135 0.25-0.30 (a)
—150 0.24 (b)
—90 0.31-0.41 (a)
v —50 0.42—-0.44 (a)
cd —50 0.38 (b)
—100 0.32 (b)
% 0 0.51-0.52 a
5= 0 0.50 (b)
35 0.58—0.70 (a)
VCd * Vs 50 O. 59 (b)
80 0.63—-0.77 (a)
Hydrogenic donor —253 0.03 (c)

“R. H. Bube and L. A. Barton, RCA Rev. 20, 564 (1959).

®J. Woods, J. Electron. Control 5, 417 (1958).

‘H. H. Woodbury and M. Aven, Phys. Rev. B9, 5195 (1974).
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(e/e)— 3

E(y,t>—[P(y,t)+Px] [n(y,04n]. (3.3)
In Egs. (3.1)—(3.3) the following definitions have been
made: n(y,t) [p(y,1)] is the population of free photoexcit-
ed electrons (holes) (cm~3); G(y) [R (y,1)] is the free car-
rier density generation (recombination) rate (cm™3s™!);
E (y,t) is the internal electric field due to the space charge
accumulatlon (Vem™h; u, (up) is the free-electron (hole)
mobility (cm?>V~! “), D, (D,) is the diffusion coeffi-
cient for free electrons (holes) (cm 1) eis the dlelectrlc
constant of crystalline CdS (=1.02 pF/cm);®® n, (p,) is
the trapped electron (hole) population (cm™ =3 and e is the
elementary charge. The free carrier generation rate con-
sists predominantly of carriers which will recombine non-
radiatively, since radiative recombination occurs rapidly
in time scales not interfering with carrier contributions to
the photocurrent.?! This leads® to the dependence of G (y)

Oon Mnonrads
Gy;A)=

Mnonrad CXP[ —B(My] s (3.4)

Iy
hc
where I, is the incident light irradiance (Wcm™?) at
wavelength A, and B(A) is the wavelength-dependent
optical-absorption coefficient (cm~!). The electron and
hole recombination rate is given by the Shockley-Read
statistics of the electron-hole pair nonradiative recombina-
tion through the mediation of a recombination center,??

C,Cy(np — )
R(y,0)= AL iy’ U (3.5)
Co(n+n)+Cp(p +py)

where C,(C,) is the electron (hole) capture probablllty
rate by the recombination center (s™!); n,(p,) is the
equilibrium electron (hole) population (cm~>), when
Er=E,,

nipy=n}, (3.6)

n; is the intrinsic density of free carriers. For pure CdS
crystals of high resistivity in the dark, the intrinsic and
equilibrium free carrier densities are extremely small.
Therefore, the following conditions are valid under optical
excitation,

np >>ni2 R (3.7a)
n>>ny, (3.7v)
pP>>py - (3.7¢)
Eq. (3.5) can thus be simplified as
-1
R(y,t)= L + L (3.8)
PO Cpon T Cmn | '

The capture probability rates for electrons and holes de-
pend on the location of the recombination centers in the
semiconductor band gap. No such data for CdS are avail-
able to the authors’ best knowledge, therefore, it was as-

sumed for simplicity purposes that the recombination
centers are located in a position such that C, =C,=C, so
that

Riyn=-1 |22 (3.9)
T P +n
where
r=C"! (3.10)

is the lifetime of the free carriers. The electron and hole
populations in the trapping states are related to those in
the respective bands through Boltzmann factors,?

n,=(N,/N.)n(y,t)exp(E,, /kgT)=X,n (y,t) (3.11)
and
p:=(P,/N, )p(y,t)exp(E,p/kB T)=X,p(y,t) . (3.12)

In Egs. (3.11) and (3.12), N, (P,) is the electron (hole)
trapping state density (cm™3), N, (N,) is the effective
density of states for electrons (holes) (cm ), and X, (Xp)
is defined as the electron (hole) trap factor. Substitution
of Egs. (3.11) and (3.12) into Poisson’s Eq. (3.3) gives

(e/e)%E(y,t)=(l+Xp Py, t)—(1+X,)n(y,t) . (3.13)

Equations (3.1), (3.2), and (3.13) contain three unknown
quantities of interest, namely n(y,t), p(y,t), and E (y,?).
These equations can be solved numerically using a finite
differences approach by dividing the thickness of the crys-
tal into a number of thin sublayers as shown in Fig. 3.
The finite difference forms of these equations can be writ-
ten

e BRI U A b -
At i B 1+#n 2Aj
ni*t'—2ni+ni~
+D, Ao . , (3.14)
y
P8 g
‘ 1
2
Ay% 3 Y

k

FIG. 3. Finite difference sublayering of photoexcited CdS
single crystal.
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J+1_pJ JHIpi+1_pj-1gj-1 E{*'—E/7! . .
i 14 i i pi i Pi i ! ! e
2 4 _6i— ————=—[(14+X,)p{ —(1+X,)n{], .16
A7 G{—R{+p, 2y Ay 6[( +X, )p! —(1+ X, )n{] (3.16)
) o where the superscript (j) stands for position and the sub-
[+ —2pf+pi ! script (i) stands for time. To observe the compliance of
+D, (Ap)? 4 (3.15) Egs. (3.14) and (3.15) with the physical requirement of
charge neutrality within the bulk of the crystal, Eq. (3.14)
and can be written as follows:
|
nit'—nj = (nf Y'E]* 4 n/E))—(n{E{4+n] T'E] ") (nf *'—n)—(nf—n{=")
il 1 :G{—R‘J—}—#n 1 1~ 1 1 1 1 +Dn 1 2! (3.17)
At 2Ay (Ay)

Physically, the above equation is illustrated in Fig. 4(a). At the top and bottom surfaces of the crystal there is no carrier
transport, as shown in Fig. 4(b). From Fig. 4 it is clear that, upon summing up all the drift terms,

niin2‘+‘nilEil k—1 n'j+1E’j+l__n‘j-1E‘j—l
I 24y +j§2un 24y

and, upon summing up all the diffusion terms,

niz—nil

(Ay)?

n

nj*'—2nj4+nj !
(Ay)? "

Equations (3.18) and (3.19) show that the drift and dif-
fusion transport of carriers within the crystal is con-
served. Further, summing up the individual sublayer con-
tributions to the generation and recombination rates,

3

—Hn

n¥EK ynk—1gk-
2Ay

=0, (3.18)

(3.19)

which shows charge conservation in the crystal.

Within the sublayer corresponding to the surface of the
crystal, the carrier recombination rate increases due to the
lattice discontinuity which introduces a larger defect den-
sity and conceivably larger impurity concentrations. The
rate of carrier population recombination at the surface is

(3.2D

S ([(G)y— (G, 1-[(R)), —(R]),1} =0, (3.20)
j=1 given by?*
J
R.= __._Y_ (Psns_'niz)
*" | Ak | (ng+n;exp[(E, —E;)/kgT)) +(p; +n;exp[(E; —E, ) /kT]) ’

where n; (pg) is the electron (hole) density at the surface
layer, s is the surface recombination velocity, and A#h is
the thickness of the surface sublayer. For pure CdS crys-
tals with high resistivity the following conditions hold at
equilibrium:

psng >>ni (3.22a)
ng >>n;exp[(E, —E;)/kgT] , (3.22b)
ps >>n;expl(E; —E,)/kgT] . (3.22¢)
In view of these conditions, Eq. (3.21) becomes
s Pshs
~ |— 3.23
R, ’ ah | | oo, (3.23)

B. Heat generation and diffusion formalism

After the carrier distributions have been determined,
the heat generation processes within the crystal and the
resulting temperature rise profiles in the solid and,
through conduction, in the air can be calculated by the
heat diffusion equations:'

32 1 9 )(y,t
PR TR Q‘k—y—) , (3.24)
for the crystal, and
2
a—i;%(y,t): ;i—gat—«ﬁg(y,t) , (3.25)

for the gas, where ¢,(y,t) [@,(p,1)] is the temperature rise
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in the crystal (air); a, (a,) is the thermal diffusivity of the
crystal (air) (cm?s™!); k, is the thermal conductivity of
the crystal (Wcem™'deg™!); and Q( y,t) is the heat genera-
tion rate in the crystal (Wcm™2). The various mecha-
nisms contributing to heat generation in a homogeneous
semiconductor are,>?* (a) nonradiative thermalization of
photoexcited electrons with energy greater than Eg; (b)
heat production by bulk and surface nonradiative recom-
binations, which do not generate free carriers; (c) heat pro-
duction by free carriers recombining nonradiatively; and
(d) Joule heating in the presence of external applied elec-
tric fields due to photoexcited carrier acceleration. In Pa-
per I of this work'® it was found from a comparison be-
tween the PA and PC spectra of n-type CdS with and
without an applied dc electric field, that the Joule effect
was predominant in the sub-band-gap spectral range (i.e.,
around 520—540 nm) in the presence of fields on the or-
der of 10 V or higher. Therefore, it was assumed in the
present formalism that all other heat generation mecha-
nisms are negligible in this range, compared to the genera-
tion rate due to the Joule effect,

. iy i1 e
j—1 driftofe'outofj:unm
{ 2Ay

i i1
diffusion of e out of j : D,.(":'A'_”z)

i GI—R

i1 =i+t =i
driftofe”intoj: g, (M E +niE)
{ 24y

i
diffusion of e intoj: D, M _—M)

j+1 A
(@)
————-——>j — top surface, no flow
2,2 11
driftofe”into 1: u, ("B +niEj)
{ 2Ay
2 1
G/ — R diffusion of e”into 1: D, (Mi=N)
Ay?
Kk k=1 k-1
driftof e outof k : w,(ME N E )
{ 2Ay
j= k k-1
) e diffusion of e out of k : D, (N —Ni_)
Gi - Ri
— bottom surface, no flow

(b)

FIG. 4. Electron transport in finite difference crystal sub-
layers, including diffusion and drift term identifications. (a)
bulk of the crystal; (b) surface layers.
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Q(y,t)=[,u,,n(y,t)+u,,p (y,1)]eE? . (3.26)

At the experimental optical modulation frequency of 20-
Hz crystalline CdS is thermally thick.! This implies that
thermal transfer at the crystal-backing interface can be
neglected,

)

5‘»: ty=back surface =0 . (3.27)

At the upper surface of the crystal, which is exposed to
the radiation, requirements for temperature and heat flux
continuity across the solid-air interface yield the boundary
conditions,

¢s(y =O’t)=¢g(y =0,t) ’ (3.28)

d d
ksg;d)s(y =0,t)=kg$¢g(y =0,1) . (3.29)
The boundary sublayer required for the solution of the
heat diffusion equations in finite difference form at the
crystal-air interface was defined in Fig. 5. The resulting
set of finite difference equations can be written as follows:

&i —2¢L + 17! 1| $hi1—d J_ oy,1)

(Ay)2 Qs At k-‘ ’
(3.30)
A S I ML P 3 (3.31)
(Ay)? g At ’
O/ =[nfpn+plu,le (EfV (3.32)
k+1_ pk—1
s zAfﬂ -0, (3.33)
¢S1i=¢é,. , (3.34)
¢5i— 5 5 — b5
Syl eyl (3.35)
i
air 2
_________ o= } s-g sublayer
1 3
solid
: !
________________ k=——————_ | s-b sublayer
backing

FIG. 5. Thermal diffusion in finite difference crystal sub-
layers showing the discretization of the upper and lower inter-
faces.
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where, again, superscripts stand for position and sub-
scripts stand for time. In order to determine the upper
surface boundary condition, ¢2 in the artificial sublayer 1,
Fig. 5, can be found from Egs. (3.30) and (3.31) using
j=1, eliminating the time increment term, and combining
the result with Eq. (3.35):

(Ap)2Q(y,1)

X, . (3.36)

o =05+ (ks /kg) | 205 —

Equations (3.30), (3.31), and (3.36) were used to determine
the temperature profiles ¢(y,?) in the crystal and in the air
column above it. The PA cell pressure, which constitutes
the photoacoustic signal, is given in the adiabatic ideal gas
approximation by'

AP([)=('}’PO/T0)(¢3(I))M ’

where P, and T, are the ambient pressure and tempera-
ture, ¥ is the ratio of the specific heats (y =1.4 for air),
and (@,(1)),, is the space-averaged temperature rise in
the air due to heat conduction from the solid.

(3.37)

C. Photocurrent formulation

The photocurrent is a function of the total number of
free carriers that can reach the external circuit. The pho-
toconductive behavior of photosensitive solids can be
analyzed in terms of the decay range of the excess car-
riers,?® i.e., the distance d through which photoexcited
carriers drift under the action of an applied field before
they are removed from the conduction or the valence band
via recombination or capture events,

d,=p,mE, d,=p,7,E . (3.38)

Data presented in Paper I'® on sensitization and red
quenching phenomena present in the secondary PA and
PC spectra of CdS indicate that d, and d, are, in all likel-
ihood, spectrally variant below the band gap, d, =d,(})
and d,=d,(A). Moss* introduced the photocurrent
dependence on E,, the maximum electric field magnitude
required to drive all the free carriers to the electrodes:

I<E/E, . (3.39)

E, is inversely proportional to the decay range of free car-
riers. For our experiments'® E; is expected to be wave-
length dependent due to the sub-band-gap spectral varia-
tion of defect center densities at different photon energies
in CdS.° Therefore,
and the expression for the photocurrent density becomes
J(y,t;0)=(eE /chH)[punn (y,) +p,p (y,1)] (3.41)

where cf denotes the current density factor.?’

IV. RESULTS AND DISCUSSION

The theoretical considerations of the preceding section
were used to simulate the first cycle of the PA and PC
responses of the CdS crystal with a transverse dc electric
field, half a cycle under illumination, and the other half
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cycle in the dark. The PA response for each value of the
absorption coefficient was determined by the peak pres-
sure calculated in the air column above the sample. This
peak response usually occurred in the second half of the
cycle (dark). The phase lag was determined by the time
delay between the half cycle point when the illumination
ceased and the time when the pressure peak occurred. In
the PC simulation the magnitude of the photocurrent was
determined.

One important problem associated with the finite
differences approach was the convergence of the solution.
As the carrier transport equation is nonlinear, the max-
imum time step size for assured convergence cannot be
determined theoretically. From preliminary simulation
studies it was found that a time step size larger than 10 ns
would induce oscillation and subsequent instability in the
calculated carrier densities. The heat diffusion equations
were more stable with respect to the time step size, pro-
vided that the latter satisfied the following criterion,*?

a At/(Ay)P?< 5 . (4.1)

Using Ay=75 um and a,=0.247 em?s™! (Af) g, Was
found to be 1.25X 10~ * s for a stable solution to the heat
diffusion equation, well above the required much finer
time step for the transport equation stability. In the dark
half cycle, the size of the time step was controlled so that
the charge in carrier density due to recombination in any
sublayers, Figs. 3 and S, was less than one-half its original
value. This empirical criterion was used to prevent the
emergence of instabilities due to large carrier density fluc-
tuation in each sublayer. In order to compromise comput-
ing time and accuracy, the thickness of the sublayers was
set at 75 um, corresponding to a spectral resolution up to
B=~100 cm~!. In doing so, the accuracy in the short-
wavelength band-gap and super-band-gap regions was
compromised, but the general behavior of the PA and PC
spectral responses was retained.

Table II shows the input data for pure n-type CdS.
Widely varying surface recombination velocities have been
reported for this material. The actual value of this pa-
rameter was shown not to affect the spectral shape of the
PA and PC responses. Therefore the intermediate value
of 10* cm/s was chosen for the purposes of this work.
Nonradiative electron and hole recombination lifetimes of
pure defect-rich CdS crystals depend very much on the
defect density and surface preparation of a given crystal.
The value Tpgnaq=~10 us given in Table II is a ceiling
value on a number of measurements using pulsed laser
deexcitation studies of CdS under various excitation
power levels using a nitrogen pumped dye laser. (Ref. 3,
Table II). Lifetime values as high as tens of milliseconds
have been quoted elsewhere.>?° The spectral shape of the
PA and PC responses is affected by the absolute value of
Tnonrad Chosen for a given CdS crystal. The value 7 qnaq
ultimately used can be deduced, in principle, from a fit-
ting of the theoretical responses to the experimental PA
and PC spectra. The values for X, and X, in Table II
have been determined using Egs. (3.11) and (3.12) and the
effective densities of states

N,=2Q2mem}kgT/h*>*?*, (4.2)
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N,=2Qmm;kgT /h*)>" . (4.3)
The trapping state ionization energies E,, and E,, were
assumed to be those responsible for the 0.24-eV V™ va-
cancy level below the conduction band edge, and the
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0.29-eV unknown species acceptor level above the filled
band, respectively, in Fig. 1. The trapping state densities
were altogether unknown and were used as adjustable pa-
rameters. The phenomena of sub-band-band sensitization
and red quenching,'® which are consequences of trap level

TABLE II. (a) Pure CdS input data for PA and PC theoretical simulation. (b) Physical properties of
CdS single crystals as a function of absorption coefficient.

(a)
Environmental Conditions
Ambient Temperature: 280 K
Ambient Pressure: 101.3kPa

Simulation Conditions
Incident light intensity: 10~* W/cm
Magnitude of ext. electric field: 10 V/cm
Modulation frequency of incident radiation:
Crystal thickness: 0.15 cm
Thickness of the air column:
Thickness of each sublayer:

20 Hz

0.15 cm
75 pm

Physical Properties of Air
Thermal Conductivity:* 2.6X10™* J/cm°C
Thermal Diffusivity:* 0.247 cm?/s
Ratio of specific heats:* 1.4

Input Physical Properties of CdS Single Crystals
Thermal Conductivity:® 0.272 J/cm°C
Thermal Diffusivity:® 0.153 cm?/s
Average lifetime of free carriers*® 1075 s
Mobility of electron/hole:® 350/50 cm?/V's
Diffusion coefficient of electron/hole:* 9.0/1.3 cm?/s

Average surface recombination velocity:>" 10* cm/s
(b)

B (cm™) Alnm)&h X, X, cf*
100.0 518.0 0.50 0.50 60
80.0 518.5 0.48 0.50 57
70.0 519.0 0.46 0.50 54
60.0 520.0 0.44 0.50 51
50.0 521.0 0.42 0.50 48
40.0 522.0 0.40 0.50 45
30.0 523.0 0.38 0.50 42
20.0 524.0 0.36 0.50 39
10.0 525.0 0.34 0.50 36
8.0 526.0 0.32 0.50 33
7.0 527.0 0.30 0.50 30
6.0 528.0 0.28 0.50 27
5.0 529.0 0.26 0.50 24
4.0 530.0 0.24 0.50 21
3.0 531.0 0.22 0.50 18

2A. Rosencwaig, in Photoacoustics and Photoacoustic Spectroscopy (Wiley, New York, 1980), p. 96.
"Reference 2.

¢J. H. Richardson, S. P. Perone, and S. B. Deutscher, J. Phys. Chem. 85, 341 (1981).
d4J. L. Boone and G. Cantwell, J. Appl. Phys. 57, 1171 (1985).

°Einstein’s relation.

D. Huppert and M. Evenor, J. Vac. Sci. Technol. A2, 532 (1984).

ED. Dutton, Phys. Rev. 112, 785 (1958).

"D. G. Thomas, J. J. Hopfield, and M. Power, Phys. Rev. 119, 570 (1960).
‘Equation (3.11).

JEquation (3.12).

kEquation (3.40).
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FIG. 6. Calculated spectral variation of the nonradiative
quantum efficiency for best fit to the data of Ref. 18, Fig. 5.

filling with photoexcited carriers were accounted for by
assuming that the electron trap density factor X, de-
creases monotonically from the short wavelength end to
the long-wavelength tail of the PA and PC spectra. Hole
trapping, however, was assumed to remain constant
throughout the CdS spectrum, since infrared (ir) photons
would be required to induce the valence band-to-E,, level
transitions. The E,, level, Fig. 2, is thus assumed to be
contributing to the photocurrent solely as a result of
thermal excitations and will not be expected to play a
spectral shaping role in the recombination process.*

The photocurrent density is inversely proportional to
E,, Eq. (3.41). E, depends on the electron and hole
mobilities, as well as on the crystal defect densities which
govern trapping and free carrier scattering mechanisms.!
Consistency with the spectral dependence of the trap den-
sity factor X, required that trapping and scattering mech-
anisms should become less important with increasing
wavelength of the exciting radiation, as the direct result of
decreased available trap densities in the sub-band-gap re-
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FIG. 8. Experimental (—@—@—) and theoretical
(— & — A —) PC magnitude of pure CdS with a transverse elec-
tric field of 10 Vdc. Light modulation frequency: 20 Hz; spec-
tral resolution: 2 nm. Theoretical sublayer thickness: 75 pm;
Thnonrad = 1077%s.

gion. Therefore, Ey(A) was assumed to decrease mono-
tonically in Table II, with the maximum value of 60
V/cm chosen so as to yield the best fit between the
theoretical and experimental'® PC response curves.

To the best of the authors’ knowledge, no systematic
study of the possibility of any spectral dependence of the
nonradiative quantum efficiency of pure CdS crystals has
been carried out previously. Bandeira et al.? assumed no
such dependence for their sample, however, this assump-
tion was suggested'® to be qualitatively inconsistent with
nonradiative phenomena observed by many workers at
sub-band-gap wavelengths. Richardson et al. (Ref. 3,
Table II) have reported rapidly increasing quantum yields
(electron flow per incident photon) for wavelengths longer
than the bandedge of CdS. The problem of unknown
values for any wavelength dependence of 7,4,,q in the
present work was overcome by assuming a general func-
tional dependence,

Mnonrad = nnonrad( A) (4.4)

and computationally optimizing Eq. (4.4) for best agree-
ment with experimental PA and PC spectroscopic data.
The functional relationship shown in Fig. 6 was found to
yield the best correspondence between the theoretical and
the experimental (paper I, Fig. 5) combined PA and PC
spectra. This correspondence is shown in Figs. 7—9. The

FIG. 7. Experimental (—@—@—) and theoretical
(— A — A —) PA magnitude of pure CdS with a transverse elec-
tric field of 10 Vdc. Light modulation frequency: 20 Hz; spec-
tral resolution: 2 nm. Theoretical sublayer thickness: 75 um;
Trnonrad = 10~%s.
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FIG. 9. Experimental (—@—@—) and theoretical

(— A — A —) PA phase lag corresponding to spectrum in Fig. 7.
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theoretical PA magnitude exhibits two maxima at approx-
imately 520 and 529 nm. The theoretical PC magnitude
exhibits a shoulder at approximately 518 nm and a max-
imum at approximately 530 nm. Figures 7 and 8 indicate
a generally good agreement between theory and experi-
ment. The apparent red shift of the theoretical PA and
PC magnitudes corresponding to the high-energy peak
and shoulder, respectively, is mainly due to the limitations
of the spatial sublayer finite thickness in the computation-
al simulation (Ay=75 um): The relatively thick surface
depletion layer used in the present model caused the
theoretical transition from surface to bulk absorption to
be shifted to the long-wavelength region. The 530-nm
maximum, however, was not affected by the size of the
sublayer thickness, because (i) it lies in a transparent spec-
tral region (bulk absorption); and (ii) its position is
governed by the nonradiative quantum efficiency profile
and not by the carrier distribution in the crystal.

The theoretical PA phase lag of Fig. 9 shows trends
similar to the measured phase. It exhibits a small lag in
the high-absorption region due to the onset of photoacous-
tic saturation. The total phase lag over the entire spectral
region of the simulation (517—530 nm) is, however, larger
than the experimental phase. In terms of our models’ lim-
itations, a possible reason for this discrepancy is that
Ay=75 um tends to distribute free carriers more evenly
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inside the crystal bulk than thinner sublayers would, with
the result of long diffusive time lags. This effect was ver-
ified computationally with Ay as a parameter (see Table
III). Phenomenologically, some discrepancies between
theory and experiment in Figs. 7—9 may be accounted for
by the fact that the nonradiative lifetime was taken to be
independent of wavelength although there is evidence?
that it decreases in going from long wavelengths toward
the band gap. Such decreases would tend to lower the PA
phase lag, which has been verified computationally with
the carrier lifetime as a parameter (see Table III). They
would also tend to shift the bulk crystal heat centroid to-
ward the surface, thus producing a stronger PA signal in
the sub-band-gap wavelengths. This effect would increase
the 529-nm peak to 517-nm peak size ratio in Fig. 7, in
closer correspondence with the experimental PA spectrum
shown in that figure.

Table III lists a summary of the major theoretical
cause-effect relationships between the PA and PC
responses and various important carrier transport parame-
ters in pure CdS crystals. That table was assembled using
the theory developed in this work. The most important
conclusion from Table III is that only a wavelength varia-
tion of 7,0nrad = Mnonrad(A) such as shown in Fig. 6 is cap-
able of generating the experimentally observed PA and PC
peaks at about 530 nm. Numerical spectra obtained with

TABLE III. Summary of the cause-effect relationships between CdS crystal parameters and pho-

toacoustic and photocurrent response.

Parameter

variation in Photoacoustic

Effect on the theoretical PA and PC spectra

Photocurrent

Lifetime, 7(A) Induce vertical shift

Induce vertical shift

Shift high energy maximum

Vary phase shift

Sublayer thickness Induce vertical shift
(limited by com-

putation time

requirements) maximum
Vary phase shift
Mnonrad(A) Responsible for the

production of the low

energy maximum

Induce vertical shift

Shift high energy maximum
Vary magnitude of first

Responsible for the
production of the 529 nm
maximum

No change in the phase shift

Trap density Induce vertical shift

factor, X,(A)

Induce vertical shift

or minor relative spectral

shift of the two maxima
depending on input trap

density factor

Current factor,

Ey(A) or phase

Surface Induce shift in the
recombination high absorption end
velocity signal magnitude

No change in magnitude

Induce vertical shift

or disappearance of

high energy shoulder, depending
on input data

Induce slight shift in
high absorption end signal
magnitude

Induce slight phase shift
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Tnonrad =Constant generated a high-energy peak at around
523 nm only, with no evidence of a second peak. Table
III further shows that the appearance of the high-energy
PA spectral peak and PC shoulder is consistent with in-
trinsic band-to-band recombinations. Its magnitude and
spectral position can be controlled by intrinsic transition
properties (i.e., recombination lifetime), numerical resolu-
tion (Ay) and surface recombination velocity.

At this time there has been no other functional quanti-
tative relation, such as Eq. (4.4) and Fig. 6 reported in the
literature for CdS or, indeed, any other semiconductors.
Kitamura et al.*®> have recently studied nonradiative
recombination processes in Ge-doped As,Se; chalcogenide
glasses using microphone gas-coupled PAS. Glasses of
the type (As;Se3);_,Ge,, although noncrystalline, exhibit
optical-absorption gaps** with substantial subgap PA con-
tributions due to the high-defect densities present in that
optical region. Using direct comparison between the PA
and optical-absorption spectra and finite electron-phonon
coupling probabilities, these authors showed the chal-
cogenide glasses exhibited rapid increases in nonradiative
quantum efficiencies at subgap energies, similar to the
functional form of Fig. 6 in CdS. %uonma(A) increases
ranged between approximately 35% and 80%, depending
on the mole fraction x. This analogy may be well sub-
stantiated, in view of the large native defect densities
present in our particular n-type CdS crystals'? in the sub-
band-gap region. Figure 6 shows that 7,,nr.q can be taken
to be independent of A in the super-band-gap region
A <524 nm. Therefore, it is expected that in this spectral
range the theory of Bandeira et al.? will be valid and will
constitute the proper limit of the generalized theory

presented in this work. Our identification of the high-
energy PA peak in Fig. 7 as due to the intrinsic excitation
is thus in agreement with the single PA peak assignation
by those authors around 521 nm.

V. CONCLUSIONS

The finite differences theoretical model of the com-
bined PA and PC responses of high resistivity n-type CdS
single crystal showed that major experimental results
from Paper I can be explained by two spectrally resolved
mechanisms: (i) band-to-band recombinations in the
band-gap region (517—522 nm), and (ii) the spectral varia-
tion of 7,nraa(A) between approximately 524 and 530 nm.
The latter effect is consistent with large native defect den-
sities at sub-band-gap wavelengths and can be used to
characterize the degree of perfection of specific CdS crys-
tals. The theory presented in this work requires optical-
absorption coefficient data inputs and optimization of
electronic parameters through best fits to PA and PC
spectra. Its efficiency can be limited by computing time
and/or computer speed limitations, especially in the
super-band-gap spectral region, however, for most cases a
Digital Equipment Corporation PDP-11/23 computing
facility will suffice. Otherwise, the theory is quite general
and can be used with other semiconductors besides CdS.
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