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A comparison between the conventional photothermal frequency scan method and the recently 
developed photothermal lock-in rate window technique for thermal diffusivity measurements of 
materials, is presented. In this comparison, a completely noncontact experimental configuration has 
been utilized based on infrared photothermal radiometry. This work shows that for thick materials 
with long thermal transport times across the sample where low-frequency measurements are 
required, the frequency scan method may be more appropriate due to its simplicity. The rate window 
method, however, gives superior signal-to-noise.ratio (SNR) for materials with very short thermal 
transport times such as metal foils, which otherwise require high frequency, low SNR 
measurements. A further advantage of the pulse duration-scanned rate-window mode is that it does 
not require knowledge of the instrumental transfer function as an input. 

I. INTRODUCTION 

Several experimental techniques have been developed to 
measure thermal conductivity of materials by steady-state 
heat flow methods and thermal diffusivity by dynamic (time- 
dependent) heat flow methods. The thermal diffusivity CY is 
related to the conductivity k by 

k 
ff=---) 

PC 
(1) 

where p is the density and c is the specific heat capacity of 
the material. The product, pc is the thermal capacitance per 
unii volume which is not expected to change much for dif- 
ferent types of solids of the same family (e.g., different kinds 
of steel’),.or due to some engineering processes such as sur- 
face hardening.’ Thus by measuring thermal diffusivity one 
can compute the thermal conductivity by using the tabulated 
value of pc. Therefore, dynamic methods which allow faster 
measurements of thermal diffusivity are characterized by 
their relative insensitivity to background fluctuations and 
boundary losses,3‘and have increasingly become more popu- 
lar than the steady-state conductivity measurements. 

Thermal diffusivity itself is a thermophysical parameter 
which gives both direct and indirect information on materials 
of industrial interest. The direct knowledge of thermal diffu- 
sivity is required, for example, for modeling of cooling and 
heating>of machinery, or heat resistant coatings, heat sinks or 
spreaders. Indirect information provided by thermal analysis 
is also a powerful tool, for example, in the curing of 
reaction-molding resins,” the nondestructive depth profiling 
of surface modified metals,5 and potentially in the in situ 
quality control of manufactured metal sheets, which is the 
ultimate goal of the present work. 

There exist two basic types of time-dependent methods 
to measure thermal diffusivity: (1) the periodic heat flow 
method and (2) transient methods.7s In the former method, 
a sample of known thickness is irradiated with a harmoni- 

cally modulated laser beam launching a thermal wave, and 
the periodic temperature at the front or the back surface of 
the sample is monitored at several modulation frequencies f 
(frequency-scan method). The frequency-dependent thermal 
diffusion length ,U given by 

pu= ” 
d- rf 

is related to the phase lag of the detected temperature wave 
with respect to the heating source which may be monitored 
using a lock-in amplifier. In transient methodologies, such as 
pulsed’ or multifrequency spectral excitation,’ a sample of 
known thickness is irradiated on one side with a laser pulse; 
then the time evolution of the temperature on either side is 
monitored and the rate of decay is related to the6,diffusivity. 
In a recent development, pulse heating has been combined 
with lock-in detection (lock-in rate window)g to obtain 
transient-equivalent data with superior signal-to-noise ratio 
to the conventional pulse averaging. This technique has 
evolved from the deep-level-transient spectroscopic (DLTS) 
measurement techniques” in semiconductor research. In this 
paper, we will compare the lock-in rate window method with 
the periodic heating method, since they are closely related 
with respect to lock-in noise filtering. 

II. EXPERIMENT 

In this work, we used a large heating beam radius so that 
the heat flow is one dimensional. Both heating and tempera- 
ture monitoring was done on the same side of the sample. 
Therefore, the sample has to be thin enough (and of known 
thickness) such that the front surface temperature,is affected 
by the back boundary. The temperature was monitored in a 
noncontact manner by measuring the IR radiation emitted 
from the sample surface. A complete description of the infra- 
red radiometric experimental configuration can be found 
elsewhere.5 A digital lock-in amplifier (Stanford Research 
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System, model SRSSO) was used to measure the photother- 
ma1 signal. The analog-to-digital converter (ADC) in the’Lab 
Master DMA (Scientific Solutions, Inc.) was employed to 
read the analog output of the lock-in by the computer. Pulses 
for the acousto-optic (A/O) modulator to modulate the laser 
beam intensity pulse profile and frequency/repetition rate 
(which was also used as the reference signal for the lock-in) 
were generated by programming the 9513A system timing 
controller output on the Lab Master DMA motherboard. The 
power density used (at 50% duty cyclej was the same for all 
the measurements described below.‘It was necessary to allow 
the system to come to thermal equilibrium, with the laser on, 
so that the unmodulated temperature of the sample reached 
steady state, before collecting data. 

A. Frequency-scan method 

A one-dimensional analysis of the diffusion and refec- 
tion of the thermal wave generated by a laser beam modu- 
lated at angular frequency w, yields the following expression 
for the ac temperature at the irradiated surface:3 

T(w)= 
zovs l+R,, exp(-2a;L) 

k~,(l+b,,) ’ l-R;$ exp(-2q&j ’ (3) 

where L is the thickness and k, is the thermal conductivity of 
the sample; In is the laser irradiance; l;ls is the optical-to- 
thermal energy conversion efficiency at the sample surface; 
and b,, is the thermal coupling coefficient to the surrounding 
gas (air) given by 

(4) 

Here, kj is the thermal conductivity and ~yi is the thermal 
diffusivity of medium 0’) with the subscripts s and g refer- 
ring to the sample and the gas, respectively. The quantity R,, 
given by 

is the thermal-wave reflection coefficient at the solid-gas 
interface and cr, is a complex diffusion coefficient given by 

J 2 a.7 
q,=(l+i) ir). 

It is assumed that the solid and air are in perfect thermal 
contact. Expressions for the measured quantities, phase and 
magnitude, can be derived from the real and imaginary parts 
of Eq. (3). The measurements are made with respect to a 
thermally thick (L~,u) reference’sample where the signal is 
given by 

10 vllr 
Tredw)=k,wr( l+b,,) ’ 

to compensate for the instrumental transfer function. For ra- 
diametric detection both T(o) and T,r(w) expressions must. 
be multiplied by terms including surface emissivity, detector 
parameters, ambient temperature, etc.5 This constant multi- 

plicative term, except for the sample-dependent terms, is 
cancelled out from the normalized signal [Eq. (3) divided by 
Eq. ml. 

By fitting the normalized experimental data (phase and 
magnitudej frequency dependence to the corresponding ex- 
pressions derived from Eq. (3), the parameters R,, and 
Ll(a,)ln can be calculated. Since the coupling medium is air 
(k,=0.026 W m-t K-l, LYE= 3.1X10-’ m2 s-I),~ the value 
of b,,-+l. Therefore, R,, is almost unity and its sensitivity to 
k, is extremely small. That simplification makes L/(cr,)“’ to 
be the only fitting parameter for normalized phase data. In 
addition to L/( LY,~)~‘~ the normalized amplitude data contain a 
multiplicative factor due to any differences in the bulk ther- 
mal properties and the surface finish between the sample and 
the reference. This factor may be cancelled out by setting the 
amplitude ratio to be unity at the high-frequency (thermally 
thick) end where the phase difference is expected to be 
zero.” Setting the amplitude ratio equal to unity is possible 
because we are only interested in the shape of the normalized 
curve, not in the absolute magnitude. Since there exists an 
extremum in the frequency curve of both magnitude and 
phase which is very sensitive to L/( (ysj1’2, it is not necessary 
to fit an entire frequency range. This could be used as a fast 
on-line measurement of small variations in Z. or cr, in an 
industrial environment. Experimental frequency-scan data (3 
to 155 Hz) from a 440 ,um thick stainless steel type 304 
sample and the corresponding theoretical fit to Eq. (3) are 
shown in Fig. 1. The best fit was found to occur for a thermal 
diffusivity of 4.8X10eh m’s’. Two other curves corre- 
sponding to cr, of 3.95X10d6 and 5.5X 10e6 rn’s-l are also 
shown in order to assess the sensitivity of the fit to the ab- 
blute value of the diffusivity. Figure 2 shows similar data 
from a foil of thickness 25.4 ,um from an unknown metallic 
material within a frequency range of lo-100 kHz. These 
data exhibit severe scatter around the extremum and are 
therefore difficult to fit to the theoretical expression, Eq. (3) 
with any reasonable degree of accuracy. The theoretical 
curves correspond to diffusivities of 1.15 X10X 10d5, 
1.31 X 10V5, and 1.03~ 10-s m2 s -I. The experimental re- 
sults in Fig. 2 are optimized in the sense that digital lock-in 
outputs exhibit superior signal-to-noise ratios to conven- 
tional analog lock-ins.‘” Yet, the combination of the large 
scatter observed throughout the measurement frequency 
range and the relative insensitivity of the theoretical curves 
to the actual value of cr, for deviations of this parameter up 
to 40%, and, perhaps, higher, unfortunately leads to the con- 
clusion that frequency-scanned photothermal radiometry is 
not easily applicable to thin metallic layers. 

B. The lock-in rate window method 

In this method’*13 the sample is irradiated with a repeti- 
tive square laser pulse of duration rp and period T,. The 
evolution of temperature in the sample is governed by the 
thermal diffusion equation.” Solving this equation in the 
Laplace domain with appropriate boundary conditions and 
transforming to the time domain, one can obtain the tempera- 
ture evolution TR(t) at the irradiated surface given by 
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FIG. 1. Experimental (tilled circles) frequency-scanned (a) phase data and FIG. 2. Experimental (tilled circles) frequency-scanned (a) phase data and 
(b) amplitude data, for a 440 ,um thick steel plate normalized to a semi- (b) amplitude data;for a 25.4 pm thick metal foil, normalized to a semi- 
infinite reference sample and the corresponding theoretical curves for ther- infinite reference sample and the corresponding theoretical curves for ther- 
mal diffusivities of 4.8X10w6 (solid), ~5.5XlO-~ (dots), and 3.9X10-e mal diffusivities of 1.15X10-’ (solid), 1.31X lo-’ (dots), and 1.O3X1O-5 
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TR(t) = 
FR(t); t< rp 

&(t)-&(t--p); Tgs=t~,i-p ’ (8) 

where 

+R$ ierfc (9) 

Here, K is a constant independent of the characteristic ther- 
mal time constant L2/iu, and the function ierfc(x) is defined 
as 

ierfc( x) = 

where 

--x erfc(x) , (lOi) 

e&(x) =-$ ,re-y2 dy. 
I 

Since this is a repetitive heating process, it is necessary to 
take into consideration, the effect of earlier pulses. A rigor- 
ous calculation which involves solving of the diffusion equa- 
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tion with periodic boundary conditions shows that a simple 
linear superposition during any p&e interval, 

I 
F&t)+ i [FR(t+kTo)-&(t-Tp+kT,)]; 

k-l 

sRtt) = ’ t<rp 

kto [~R(t+kT”)-~R(t-~p+kT,,)]; T,,xaTp 

\ 
(11) 

is valid. 
In the lock-in rate-window method, s,(t) is the input to 

the lock-in amplifier with a reference signal of frequency 
l/T,. This method has the advantage of combining the supe- 
rior signal-to-noise ratio of a tuned eIectronic filter, used in 
the frequency domain detection, with the simple and straight- 
forward interpretation of the time-domain photothermal sig- 
nal s,(t). The lock-in measures the fundamental Fourier 
component of s,(t) with an amplitude cr and phase & 
given by 

w 
where 
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0.L =p T6/2 
r 

FIG. 3. Photothermal repetitive transient signal s,(t) due to a pulse of 
duration ~~ and period T,,. The lock-in weighing function w(t) is also 
shown with the same period and a phase delay r,+. 

2 To 
fl*iTo)=T-- 

I TO o 
S,(t)cos(wot)dt, 

b*(Toj=;JoT” SR(t)sin(wot)dt, 

and 

27i- 
oo=-. 

TU 

(13) 

(14) 

Now, the in-phase and quadrature components of the lock-in 
output are obtained by weighing both the corresponding fun- 
damental Fourier components, 

fi(tj=cl costwjt+ 41) 

and 

fQtt)=c, woot+ da (16) 

by the square-wave lock-in reference function w(t) of dura- 
tion To. At this point, we will take into consideration any 
frequency-dependent instrumental phase shifts by including 
a time shift T,&Toj into the reference as shown in Fig. 3. The 
result of this operation under long lock-in filter time constant 
is 

f;(tjdt+ 

f,tW 1 
and similarly 

(17) 

(18) 

If the lock-in reference phase is tuned for all To so as to align 
the positive edge of the reference square-wave with the ris- 
ing edge of the optical pulse, Q-&T”) will be zero and the 
lock-in output signals will be 

and 

WV0) SOP,)=- ~ . 

Calculations show that the quadrature of the lock-in signal 
saturates (i.e., reaches a particular value which remains un- 
changed thereafter) after a superposition of about ten pulses 
in the time-domain photothermal signal s,(t) [Eq. (llj] and 
it agrees with the experimental data, whereas it is computa- 
tionally very difficult for the in-phase component to saturate. 
This is probably due to the fact that the cosine weighing 
function will tend to emphasize the initial part of the decay 
transient, while the sine weighing function tends to empha- 
size the later part.14 

In the photothermal lock-in rate-window method, the 
scanning of the rate window is performed either by changing 
the period To of the repetitive heating pulse with constant 
pulse duration TV, or by changing pulse duration at a fixed 
period. 

Cancelling out the instrumental frequency dependence is 
not straightforward in this technique as in the frequency-scan 
method. Our experience shows that most of the instrumental 
effects come from the frequency-dependent phase of the 
lock-in amplifier, especially below 30 Hz and above 10 kHz 
(models SR8.50 and EG&G model 5210). In the case of rate- 
window To scan, it is possible to find the function, r+(TO), 
from a polynomial fit to a frequency-scan phase data from a 
homogeneous semi-infinite reference sample. In the case of 
pulse duration scan, the lock-in phase can be tuned manually 
so that the phase of the signal from a homogeneous semi- 
infinite reference sample at frequency l/To (50% duty cycle) 
is -45” as expected theoretically from Eq. (3) in the limit 
L-V= [i.e., Eq. (7)], before taking rate-window data. This 
makes scanning the pulse duration more convenient because 
there is no change in the instrumental transfer function, 
which only depends on the To. Nevertheless, this method has 
a resolution disadvantage with regard to the position of the 
quadrature minimum, as will be seen below. Experimental 
quadrature signal data from a rate-window scan by scanning 
the period from 51 to 130 ms with a pulse duration of 50 ms, 
and the corresponding theoretical fit SQ(To) for the same 
stainless steel sample described earlier are shown in Fig. 4. 
The three theoretical curves correspond to the same thermal 
diffusivities used to calculate frequency scan data in Fig. 1 
and the best fit is entirely consistent with the frequency scan 
data. These data were taken with the lock-in phase tuned to a 
semi-infinite reference sample at 100 ms (10 Hz), which is 
the 50% duty cycle point. The minimum occurs around that 
point, and the theoretical curves were calculated using Eq. 
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FIG. 4. Experimental quadrature data (filled circles) from a rate-window To FIG. 6. Experimental quadrature data (filled circles) from a rate-window Ta 
scan for the 440 pm steel plate of Fig. 1 and the theoretical curves (normal- scan for the 25.4 pm thick metal foil of Fig. 2 and the theoretical curves 
ized to the experimental minimum) corresponding to diffusivities of 4.8 (normalized to the experimental minimum) corresponding to diffusivities of 
(solid), 5.5 (dots), and 3.9 (dashes)X10-6:ms s-‘. 1.15 (solid), 1.31 (dots), and 1.03 (dashes)X10-5 m* s-l. 

(20). The discrepancy between the data and the theory at 
longer periods may be due to the lack of adequate compen- 
sation for the instrumental effects. It is interesting to note 
that an analogous divergence of the frequency-scanned phase 
data from the theoretical fit in Fig. l(a) is also evident in the 
low-frequency regime of that figure. The quality (SNR) of 
this rate-window data and the resolution of the extremum are 
comparable to the frequency-scan data of Fig. 1. Figure 5 
shows the experimental quadrature data from a rate-window 
scan at a fixed period of 100 ms and a variable pulse duration 
(l-99 ms) for the same sample. Again, the best fit corre- 
sponds to a diffusivity of 4.8X 10e6 m2 s-l, but no discrep- 
ancies between data and theory are evident anywhere in the 
scanned time range. Here, the reference phase was adjusted 
at 10 Hz (100 ms, which is the scan period used) such that 
the signal phase from a semi-infinite reference sample was 
-45” and was valid for all the data points providing an ex- 
cellent fit. Unfortunately, the sensitivity of the position of the 
second extremum (minimum) to the variations in the diffu- 
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sivity is extremely poor. Therefore, it was found necessary to 
fit the whole curve. 

Rate-window scan data at a fixed pulse duration of 73 ps 
from the metal foil of thickness 25.4 ,um described earlier 
are shown in Fig. 6. The lock-in phase was adjusted at 6.849 
kHz (146 ~j, which is the 59% duty cycle point. The instru- 
mental frequency dependence of the phase was relatively flat 
in the frequency range of these data. The range of diffusivi- 
ties (1.31~10~5-1.O3~1O-5 m2s-*) that could be reason- 
ably fitted, with a median value (solid line) of 1.15X10-’ 
m2 s’-r is also shown in Fig. 6. Note that the same values 
were used to calculate the theoretical curves in Fig. 2, how- 
ever, it is clear that the possible range of diffusivities for the 
frequency-scan data is much wider owing to their poorer 
SNR, the absence of pronounced extrema in both amplitude 
and phase data, and the wide disagreement between normal- 
ized amplitude data and the theoretical curves around the 
minimum of Fig. 2(b). The corresponding rate-window pulse 
duration scan at a fixed period of 146 pus is shown in Fig. 7. 
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This clearly shows a much better signal-to-noise ratio than 
either Fig. 6 or 2, with the tolerance in the acceptable as 
values being less than 13%. 

III. DISCUSSION 

In this paper, we have compared experimentally two 
photothermal techniques capable of measuring thermal diffu- 
sivities of solid samples of finite thickness. Here, we have 
considered two different samples, one with long thermal 
transport time L2/a, where low-frequency measurements are 
required and another sample with short thermal transport 
time where high-frequency measurements are required. For 
high-frequency measurements, due to the drop in the photo- 
thermal signal amplitude, there is a considerable decrease in 
the signal-to-noise ratio for a given laser irradiance. We have 
shown that the conventional frequency scan method may be 
a better choice at low frequencies because of the simple ex- 
perimental procedure and the straightforward analytical cal- 
culations using simple expressions, although the SNR and 
sensitivity to the absolute Us value is comparable to the rep- 
etition period-scanned rate-window method [see Figs. l(a) 
and 41. Lock-in rate-window calculations involve more com- 
plicated expressions where several numerical solutions are 
required. These sometimes can introduce errors. 

At high frequencies, however, the pulse-duration 
scanned lock-m rate-window technique gives signal-to-noise 
ratio superior to both frequency-scanned detection and rep- 
etition period-scanned rate-window detection, as seen from 
Figs. 2,6, and 7. This rate-window technique requires a theo- 
retical fit to the data over a significant range of pulse dura- 
tions to determine the best-fit value of the thermal diffusivity, 
owing to the lack of positional resolution of the curve ex- 
trema. Excellent fits are possible resulting in CY, value deter- 
minations in thermally thin samples much better than the 
uncertainty limits of + 13% shown in Fig. 7. By comparison, 
using the same instrumentation and thin foil sample, the rep- 
etition period-scanned rate-window technique gave the value 
of Q, with uncertainty in the range of t13%, Fig. 6, due to 
the degraded SNR. Here, a theoretical fit to the entire Z’e 
scanned range is necessary, while its potential advantage of 
higher minimum positional resolution that a rp scan is of 
little relevance because of the increased noise. In addition, 
the instrumental transfer function can be cancelled out con- 
veniently in the rr, scan. Finally, the conventional frequency- 
scanned method is by far the worst, exhibiting extremely 
degraded SNR resulting in unacceptable high uncertainties in 
the measurement of CY~ values. In fact, the theoretical curves 
in Fig. 2 corresponding to thin metal foil diffusivity values of 
1.O3-1.31X1O-5 m2se1 were drawn after the best-fit value 
was estimated in Fig. 7. Otherwise, there would be no pos- 
sible estimate of the most probable LYE value in the presence 
of the high noise levels of Fig. 2. 

In agreement with detailed theoretical considerations of 
the SNR advantage of the T-- or To-scanned rate-window 
method over the frequency-scanned approach,” it is clear 
that the transient nature of the rate-window signal is respon- 
sible for it. Qualitatively, the lock-m amplifier captures the 
first Fourier coefficient of the photothermal transient in the 
former case; in the latter case, it monitors the fundamental 

Fourier coefficient of the harmonic photothermal signal. It is 
well known from time- and frequency-domain analyses of 
photothermal signals l6 that in the thermal transient the opti- 
cally imparted energy distributes itself in such a manner that 
it provides the strongest response at times immediately fol- 
lowing the pulse cutoff. This is, precisely, the range of 
scanned times involved in the rate-window technique which 
therefore yieIds a strong fundamental coefficient magnitude 
of the Fourier series representation of the repetitive pulse. 
Conversely, in harmonic photothermal analysis the funda- 
mental Fourier coefficient of the repetitive 50% duty cycle 
pulse decreases in magnitude in inverse proportion to the 
strength of the first Fourier coefficient of the time-domain 
pulse, due to the inverse relationship between time- and 
frequency-domain and the Parseval theorem.r7 Therefore, 
fast photothermal phenomena are expected to yield funda- 
mental Fourier coefficients of superior strength in the tran- 
sient repetitive pulse mode to the one allotted to the respec- 
tive high-frequency fundamental component under harmonic 
excitation, and the higher the frequency, the higher the 
strength contrast of the fundamentals in the two transform 
domains. The result is, of course! higher SNR for the tran- 
sient response (commonly observed as the strong early time 
response of pulsed laser photothermal systems7). A more de- 
tailed theoretical analysis of the foregoing qualitative re- 
marks is currently underway. 

It should be kept in mind that in this one-dimensional, 
single-ended, backscattered photothermal approach it is nec- 
essary to choose the right frequency (or repetition period) 
range such that the sample is thermally thin, in order to de- 
termine the diffusivity of the material. In the frequency scan 
method, it is the range where the extremum occurs. In the 
rate-window method the right range is not so obvious from 
the in-phase or quadrature data. It is therefore necessary to 
check the signal phase at the 50% duty cycle point to ascer- 
tain thermal thinness, using as the criterion the deviation 
from the semi-infinite reference sample signal phase 
(-45”)?’ 

It is possible to use a focused laser beam and monitor the 
temperature away from the heated spot on the same surface 
where three-dimensional heat flow has to be taken into con- 
sideration. In this case, the sample may be of any thickness 
which does not have to be known but the theoretical analysis 
is less straightforward. 
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