Quantitative measurements of charge carrier hopping transport properties in depleted-heterojunction PbS colloidal quantum dot solar cells from temperature dependent current–voltage characteristics
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Non-conventional (anomalous) current–voltage characteristics are reported with increasing frequency for colloidal quantum dot-based (CQD) solar cells. The causes of S-shaped or negative-exponential $J$–$V$ curves are not well understood. Many attempts made to explain these behaviors do not fully consider the physical electronic transport processes inside the solar cell within a hopping exciton and/or dissociated charge carrier framework. In this paper physical optoelectronic processes in heterojunction PbS CQD solar cells exhibiting anomalous $J$–$V$ characteristic curves which are likely to share common origins with other QD solar cells with similar $J$–$V$ characteristics are studied at 300 K, 250 K, 200 K, 150 K and 100 K and a suitable theoretical model of purely hopping transport is developed. Hopping exciton-dissociation-generated hole accumulation at, and near, the CQD/metal interface leading to a space-charge layer (SCL) of temperature-dependent width is predicted, and a new "hopping" Einstein relation is derived and experimentally demonstrated. A two-diode-equivalent charge carrier transport model is invoked and quantitative measurements of hopping carrier transport parameters are made both in the forward region and the reverse SCL, based on the $J$–$V$ characteristics at those temperatures. The quantitative results add physical insight to the transport mechanism in glass/FTO/TiO₂/PbS QD/MoO³/Au/Ag solar cells, in the bulk CQD film as well as within the SCL. These insights can be used for potential design improvement to maximize solar power conversion efficiencies, such as optimal dot-to-dot distance for maximizing charge carrier diffusivity and mobility.

1 Introduction

Most colloidal quantum dot (CQD) solar cells can be categorized into Schottky-junction, heterojunction and CQD sensitized solar cells. They exhibit exponential Shockley-type $J$–$V$ characteristics at room temperature.¹⁻⁴ However, anomalous $J$–$V$ characteristics have been reported for several types of CQD solar cells and mainly encountered in organic solar cells. They are widely known as S-shaped $I$–$V$ characteristics. For example, Wang et al.⁷ obtained $S$-shaped $J$–$V$ curves in bilayered heterojunction organic solar cells, which were attributed to electron accumulation effects induced by an exciton blocking layer. Wagenpfahl et al.¹⁰ focused on effects of metal–semiconductor interfaces and qualitatively considered the reduction of hole-associated surface recombination velocities (SRV). Zuo et al.⁹ studied the $J$–$V$ $S$-shape dependence on various anode buffer layers in Schottky junctions. Romero et al.¹⁰ developed equivalent electric circuit models that can qualitatively simulate these kinds of $J$–$V$ curves in terms of forward and reverse diodes, but did not consider the physical electronic transport processes inside the solar cell. In summary, the origins of $S$-shaped or negative-exponential $J$–$V$ curves are not well understood. In the literature, several potential reasons have been suggested: interfacial dipoles, charge accumulation at the CQD–metal interface, unbalanced charge transport, and electrode/active layer interfacial Schottky barriers.¹¹⁻¹４ Although $J$–$V$ anomalies might originate due to different reasons, the shapes of reported $J$–$V$ curves show consistent similarities which indicate a possible common physical basis of these effects. Such studies have not been reported, especially for CQD solar cells, to the best of our knowledge, yet, they are important because, with interface optimization, solar cells can exhibit improvements in power conversion efficiency.¹⁵

While room temperature characterization is not sufficient to reveal charge carrier transport in CQD systems, yet, a thorough understanding of $J$–$V$ characteristics is essential for solar cell
optimization. Detailed quantitative studies in CQD solar cells require low temperature measurements for identification of the physical processes involved in the transport. For such optimization, the effects of a Schottky barrier at the p-type PbS CQD/hole extraction contact interface must be better understood. They become more pronounced and can be more easily quantified at low temperatures, shedding light on the role of key carrier transport parameters and yielding physical insights about the origin and extent of the space charge layer (SCL) due to hole accumulation at the Schottky barrier, whence the need for low-temperature $J$-$V$ investigations.

Conventional exponential $J$-$V$ curves were found in this work when measured at 300 K, while negative exponential $J$-$V$ curves were observed at low temperatures (i.e. 250 K, 200 K, 150 K and 100 K). Negative-exponential $J$-$V$ curves exhibited by CQD solar cells cannot be modeled with the use of a conventional electric circuit of a single-diode coupled with a series and a shunt resistor. In this work, physical optoelectronic processes in heterojunction PbS CQD solar cells exhibiting anomalous $J$-$V$ characteristic curves which are likely to share common origins with other QD solar cells with similar $J$-$V$ characteristics, are discussed and a suitable theoretical model of hopping transport is developed. Furthermore, the important issue of hopping transport across the QD ensemble within a colloidal medium, rather than treating exciton and dissociation-generated electron and/or hole transport with conventional continuous semiconductor band structures, is addressed. First-principles equations are developed which govern the hopping motion of excitons or the carriers emerging from their dissociation in the nanolayer bulk and within the SCL near the metal interface, leading to a new hopping Einstein relation. Quantitative measurements of hopping transport parameters in the CQD nanolayer bulk and at the CQD/metal interface SCL were made based on $J$-$V$ characteristics at the aforementioned temperatures which can be used for potential design improvement to maximize solar power conversion efficiency.

2 Hopping transport theory in colloidal quantum dot ensembles

2.1 Hopping transport equations and parameters: mobility and diffusivity

Many controversial practices are encountered in the literature regarding the physical nature of exciton-mediated electrical transport in colloidal quantum dot materials and devices. Many authors have invoked diffusion and drift principles ad hoc which are normally valid for continuous semiconducting material lattices with well-defined band structures, ignoring the conditions of carrier localization within a quantum dot and the effects of disorder which also induces e.g. Anderson localized electrons. In an in-depth analysis of physical issues arising with respect to electrical transport in colloidal quantum dots, Guyot-Sionnest concluded that “Many separate sources of disorder make it extremely unlikely that QDS based on colloidal assemblies are anywhere close to exhibiting band-like transport behavior”. In colloidal quantum dot (CQD) ensembles the evidence of low dot-to-dot transmission due to variations in confinement energy, electron-electron repulsion, and variations in coupling and thermal broadening points to hopping conductivity and diffusivity.

When excitons are generated optically, they diffuse for a certain statistical diffusion length, which depends on the specific exciton lifetime. They dissociate into free electrons and holes during their interdot hopping process. It is difficult to precisely identify where and when dissociation occurs during the transport process. Therefore, three types of charge carriers in a CQD solar cell will be considered: electrons, holes, and excitons. Despite the different physical transport processes, given the equivalence of effects of electric fields on exciton transport, most likely through dipole coupling, and those of hopping transport of the exciton dissociation-generated carriers, the proposed theory is applicable to both excitons and free carriers with proper definitions of transport parameters in each case. Therefore, for CQD solar cells (and for coupled PbS CQD solar cells in particular), a mathematical foundation based on hopping transport rate equations consistent with the discrete nature of electrical transport is necessary for an improved understanding of the operating charge transport processes across these devices. In the remainder of this section, a hopping-transport-based drift current density model for QD solar cells will be derived from first-principles. Simultaneous excitonic and dissociated charge carrier hopping diffusion due to population gradients is considered. In summary, owing to its first-principles kinetic approach, the particle density-flux formalism derived from the exciton hopping transport model also holds for the exciton-dissociation-generated carrier hopping current densities within the bulk of the colloidal thin film following dissociation, and within the SCL adjacent to the CQD/metal interfaces.

For a one-dimensional (1D) ensemble of quantum dots each separated by a mean distance from its nearest neighbors and characterized by its own size and energy manifold, the rate equation for the particle population $N_i(x,t)$ [particles per cm$^3$] in quantum dot $(i)$ is given as the net rate of particles hopping in and out of the quantum dot:

$$\frac{dN_i(x,t)}{dt} = -\frac{N_i(x,t)}{\tau} - \sum_j P_{ij}N_i(x,t) + \sum_j P_{ji}N_j(x,t),$$

where $P_{ij}$ is the probability for a particle to migrate from a quantum dot $(i)$ to quantum dot $(j)$, and $\tau$ is the total lifetime of the particle (limited by dissociation for excitons and recombination for charge carriers). For a 1D flow of particles hopping in and through a virtual volume element $dV = dxdV_t$ of the colloidal medium, the net flux $J_i(x,t)$ [particles per cm$^2$ s] across a cross-sectional area $A$, Fig. 1(a), is given by

$$A[J_i(x,t) - J_i(x + dx,t)]dt = -\frac{d}{dx}J_i(x,t)dVdt$$

The net particle population rate entering $dV$ in the time interval $dt$ is found from eqn (1) and (2)
\[ J_i(x,t) = J_{i-1,in}(x + \Delta x,t) - J_{i+1,in}(x,\Delta x,t) \]
\[ = \frac{1}{2} e^{-\gamma \Delta x} \left[ N_{i-1}(x + \Delta x,t) \right] - \frac{1}{2} e^{-\gamma \Delta x} \left[ N_{i+1}(x,\Delta x,t) \right] \Delta x \]

where \( \tau_{h,j} = 1/\nu_{h,j} \) is the hopping time from/to QD \( j \) which is different for attempts in the direction of, and opposite to, the population gradient. A particle hopping velocity \( \nu_{h,j} \) from/to QD \( j \) can be introduced by letting \( \Delta x = L = \nu_{h,j} \tau_{h,j} \) with \( L \) being the effective QD-to-QD distance. In the presence of an external or internal electric field \( E \), the overall velocity will include an induced drift velocity, \( \nu_{dr,j} \), for both dissociated carriers and quasi-neutral excitons (j) affected by the electric field:

\[ \nu_{T,j} = \nu_{h,j} \pm \nu_{dr,j} \]

Dissociated carriers (charge \( q \)) are affected by the attractive, \( j = i - 1 \), and repulsive, \( j = i + 1 \), electric field-E-induced force, respectively. Considering the charge carrier’s kinetic energy in the limit of a weak electric field, it can be shown from eqn (4) and (5) that the hopping velocity, \( \nu_{h,j}(E) \), in the presence of the electric field \( E \) is related to the hopping velocity, \( \nu_{h,j}(0) \), without the field:

\[ \nu_{h,j}(E) = \nu_{h,j}(0) \pm \frac{qEL}{\mu_{ex} \nu_{h,j}(0)} \]

Here, \( \mu_{ex} \) is the effective particle mass and the \( \pm \) signs denote motion in the direction (+) or opposite to the direction (−) of the electric field vector. In the case of quantum dot excitons, Höng et al.\(^6\) have shown that an electric field \( E \) changes the dipole moment \( \vec{p} = q \vec{R} \) of an exciton of effective length \( R \) between the constituent electron and hole along the direction of the field, which impacts its potential energy \( \Delta U_{pot} = \Delta \vec{p} \cdot \vec{E} \). This mechanism implies that the length \( R \) is stretched or shrunk in the presence of the electric field depending on direction and angle between the two vectors: \( \Delta \vec{p} = \pm q \Delta \vec{R} \). The net effect of the electric field is an effective motion (drift) of the exciton with the peak drift velocity in the direction of the electric field

\[ \nu_{dr,j} = \left( \frac{2 \Delta U_{pot}}{\mu_{ex}} \right)^{1/2} = \left[ \frac{2E(\Delta\vec{p}/\mu_{ex} \cdot \vec{E})}{\mu_{ex}} \right]^{1/2} \]

where \( \Delta\vec{p}/\mu_{ex} \) is the gradient of the exciton dipole moment in the electric field, a physical property of the quantum dot medium. Eqn (6c) can be used to define an effective exciton mobility

\[ \mu_{ex} = \sqrt{\frac{2(\Delta\vec{p}/\mu_{ex} \cdot \vec{E})}{\mu_{ex}}} \]

Here, \( \vec{n}_E \) is a unit vector in the direction of the electric field. For very close QND distances (~1 nm), expanding the \( N_{i+1}(x \pm \Delta x) \) terms in eqn (5) and retaining the first (linear) order terms yields for both excitons and dissociated carriers

\[ J_i(x,t) = - \nu_{ho} L \left( \frac{\partial N_i(x,t)}{\partial x} \right) + \nu_{dr,i} N_i(x,t) \]

Here, \( \nu_{ho} = \nu_{h,i}(0) \). This expression can represent the net flux of both excitons and carriers generated from exciton dissociation.
It can be compared with that for conventional p-type carrier transport (p-type transport is also the case with PbS depleted heterojunction QDVs) in continuous semiconductors. A similar expression is used for nanocrystalline and QD media.

\[
J(x, t) = -D \frac{\partial N(x, t)}{\partial x} + \mu_e E N(x, t)
\]  

(8)

It is immediately recognized that the first term on the rhs of eqn (7b) is related to hopping diffusion with diffusivity

\[
D \equiv D_h(T) = \left( \frac{L^2}{\tau_h(T)} \right) \exp(-\gamma L)
\]  

(9)

The second term is associated with hopping drift in the presence of an external or internal electric field. When excitons are involved, the hopping mobility is given by

\[
\mu_{ex,h}(T) = \mu_{ex}(T) \exp(-\gamma L)
\]  

(10a)

with \( \mu_{ex}(T) \) given by eqn (7a). When exciton dissociation carriers are involved, eqn (6b) yields

\[
\mu_{ex,h}(T) = \left[ \frac{qL}{m_e v_{th}(T)} \right] \exp(-\gamma L) \equiv \mu_e(T) \exp(-\gamma L)
\]  

(10b)

Eqn (10a) and (10b) are very similar in their structure. The factor that differs is the mechanism of interaction with the electric field. In eqn (9) and (10) there are additional activation-energy mediated temperature dependencies which need to be added because they are relevant to the experimental investigations in this work. If inter-quantum-dot hopping is an exponentially thermally activated process, the time constant defining the hopping diffusivity in eqn (9) is linked to the probability \( P_g \) in eqn (1) and is given by

\[
\frac{1}{\tau_h(T)} = \left( \frac{1}{\tau_0} \right) \exp(-\Delta E_x/kT)
\]  

(11a)

Here, \( \Delta E_x \) is the energy difference of a hopping particle in quantum dot state (i) (initial) and (j) (final): \( \Delta E_x = E_j - E_i \approx 0 \); it depends on the relative size (and size homogeneity across the CQD medium) and its energy state manifold. Henceforth, for simplicity we will set \( \Delta E_x \equiv \Delta E \). The quantity \( \tau_0 \) is a characteristic time for tunneling of particles between nearest neighbor quantum dots at a distance \( x \). It is temperature independent and given by

\[
\frac{1}{\tau_0} = f \exp(-\gamma_i \Delta v_i)
\]  

(11b)

where \( f \) is an attempt frequency and \( \gamma_i \) is related to the tunneling probability across the energy barrier of effective thickness/distance \( \Delta v_i \) that separates the two quantum dots at locations (i) and (j). \( \gamma_i \) and \( \Delta v_i \) have been symbolized as \( \gamma \) and \( L \) in eqn (7), (9) and (10). Eqn (10a) and (10b) concern drift due to local electric fields, as opposed to hopping diffusion. Major mechanisms affecting local electric fields have been identified to be disorder in energy levels, electron–electron repulsion in small quantum dots, and disorder in the coupling between particles. Guyot-Sionnest has proposed the following expression for the carrier mobility in the bulk of a CQD

\[
\mu(T) = \frac{qL^2 E_x}{\hbar kT} \exp(-\gamma L - E_x/kT)
\]  

(12)

where \( h \) is Planck’s constant and \( E_x \) is the sum total of the energy barriers encountered by the hopping particle. This expression is structurally similar to eqn (10a) and (10b), but for the thermal process with activation energy \( E_a \) estimated to be in the range of 10–50 meV. This magnitude is consistent with experimental results in this work. The foregoing discussion elucidates differences in the activation energies limiting hopping diffusion vs. drift mechanisms in quantum dot layers; both transport processes are spatially limited by dot-to-dot tunneling; diffusion is further thermally limited by NN quantum dot energy state differences, and dissociated carrier drift is due to the presence of local electric fields. For excitons, drift is controlled by dipole moment gradient coupling to the local electric field which occurs at very short dot-to-dot distances, and is also a result of exciton–phonon scattering which causes the local exciton density to fluctuate.

Granero et al. used conventional continuous energy band carrier transport equations to describe excitonic transport in periodical interdigitated organic solar cells, and derived an excitonic diffusivity \( D_{exc} = L^2/\tau \) where \( L \) is the exciton diffusion length and \( \tau \) is the exciton mean lifetime. Clearly, in the hopping picture, a very different physical interpretation with respect to diffusivity, critical transport length, and the physics of exciton transport has emerged. Two major immediate consequences arise:

(1) Temperature dependent charge carrier accumulation at, and near, the interface, with a resultant emergence of a “built-in” electric field and an accumulation layer opposing the further flow of charge carriers of the same type across the junction. This is a reverse Schottky barrier predicted for CQD solids by the hopping conduction theory, the hopping carrier transport equivalent to the conventional semiconductor band-bending. In the immediate neighborhood of the CQD–metal junction interface, the externally measured mobility due to dissociated exciton carriers assumes the form

\[
\mu_{ex}(T) = \left( \frac{qL}{m_e v_{th}(T)} \right) \exp(-\gamma_x L - (E_x/kT))
\]  

(13a)

where \( E_x \) is the local energy barrier within the charge accumulation layer (the SCL). The temperature dependence of the bulk mobility outside the SCL can be re-defined from eqn (12) as

\[
\mu_{ex}(T) = \left( \frac{A_1}{T} \right) \exp(-\gamma_x L - E_x/kT)
\]  

(13b)

where \( A_1 \) is a temperature independent constant. The CQD–metal interface activation energy \( E_{ad} \) amounts to a Schottky barrier that has to be overcome by free-carriers adjacent to the junction which must clear the barrier thermally.

(2) The breakdown of the conventional Einstein relation used in semiconductor carrier transport. In view of eqn (9),
(10a), (11a) and (12), the ratio of mobility to diffusivity now takes on the “hopping” activation form in the bulk of the CQD:

$$\frac{\mu_{\text{ext}}(T)}{D_h(T)} = \left(\frac{q\nu_0 E_a}{3kT}\right) \exp\left[-\frac{(E_a - \Delta E)/kT}{\frac{4z}{T}}\right] \exp\left[-\frac{\Delta E_a}{kT}\right]$$

(14)

where $\mu_{\text{ext}} = \mu_{\text{ext,h}}$ is the bulk mobility in eqn (10a) or (10b) as measured in the external circuit. It can be seen that the conventional Einstein relation can be obtained in the case $E_a = D_{E_a} = h/\tau_0$, i.e. when the diffusion and drift rates are limited by the same thermal activation process (defined as thermal velocity in continuous band semiconductors) and the rate-limiting step is the dot-to-dot tunneling rate $\tau_0^{-1}$. An Einstein relation similar to eqn (14) with the net activation energy $\Delta E_{af} = E_{af} - \Delta E_i$ is assumed to be valid within the charge accumulation layer, a hypothesis that was subsequently verified experimentally.

2.2 Current density $J(x)$ across the CQD nanolayer

Following exciton dissociation, free electron and hole carriers reach the TiO$_2$/PbS CQD and PbS CQD thin film/MoO$_3$ interfaces. In the bulk PbS CQD thin films, in competition with intrinsic radiative and nonradiative recombinations, excitons dissociate via phonon-assisted hopping to their NN, or are split up by the intrinsic electric field in the device depletion regions.\(^{30}\) As already mentioned, the theoretical hopping transport model derived in Section 2.1 is applicable to electron and hole kinetics within the SCL and at the interface region. In the energy diagram of a TiO$_2$/CQD/MoO$_3$/Au/Ag solar cell,\(^2\) Fig. 2(a), eqn (7b) is applied at equilibrium with $J_j(x,t) = 0$ across the solar cell thickness $d$

$$D_h(T) \frac{dN(x)}{dx} = \mu_{\text{ext}}(T)EN(x) = 0; \quad 0 \leq x \leq d$$

(15)

The subscript $(i)$ has been dropped as the discrete spatial location is adequately represented by the coordinate variable $x$. Using $E(x) = -\frac{dV(x)}{dx}$ and integrating over the thickness of the solar cell yields the equilibrium relation

$$\frac{N(0)}{N(d)} = \exp\left(-\frac{\mu_{\text{ext}}V_0}{D_h}\right); \quad V_0 \equiv V(0) - V(d)$$

(16)

For the non-equilibrium case where a forward bias photovoltage $V_a$ is generated due to differences in work function between the front and back contacts upon illumination of the CQD medium, leading to excess free carrier population, eqn (16) can be modified directly

$$\frac{N_{PV}(0)}{N_{PV}(d)} = \exp\left(-\frac{\mu_{\text{ext}}(V_0 - V_a)}{D_h}\right)$$

(17)

Defining the excess charge carrier population on the illuminated surface as $\Delta N_{PV}(0) = N_{PV}(0) - N(0)$ and assuming a quenching boundary condition at $x = d$,\(^{18,20}\) eqn (16) and (17) yield
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\[ \Delta N_{PV}(0) = N_{PV}(0) \left[ \exp \left( \frac{\mu_{ext} V}{D_b} \right) - 1 \right] \] (18)

The main features of this Shockley-type expression of relevance to this investigation are (a) it is valid regardless of the specific functional dependence of \( N_{PV}(x) \) on the depth coordinate; (b) the conventional Einstein relation has not been used to replace the ratio of mobility to diffusivity in the exponent, as per the discussion leading to eqn (14); (c) even if the quenching boundary condition is not valid, the correction is the multiplicative ratio \( N_{PV}(d)/N(d) \). For ultrathin CQD layers the number of photons absorbed across the thickness of the layer is relatively small, so the ratio replaces \( N_{PV}(0) \) with \( N_{PV}(d) \). Under dc illumination the current density, eqn (7), must be inserted in the steady-state form of the rate eqn (3):

\[ \frac{d^2 N_{PV}(x)}{dx^2} - \left[ \frac{\mu_{ext}(T) E}{D_b(T)} \right] \frac{dN_{PV}(x)}{dx} - \frac{N_{PV}(x)}{D_b(T) \tau(T)} = 0 \] (19)

Here, \( \tau(T) \) represents the total lifetime of the charge carrier. The solution is

\[ N_{PV}(x) = A \ e^{Q_x} + B \ e^{-Q_x}, \]

where

\[ Q_{1,2}(T) = \frac{1}{2} \left( C_0 \pm \sqrt{C_0^2 + 4C_1} \right) \equiv \frac{1}{2} (C_0 \pm \Delta) \] (20)

with the definitions

\[ C_0(T) = \frac{\mu_{ext}(T) E}{D_b(T)}; \quad C_1(T) = \frac{1}{L_0^2(T)}; \]

\[ L_0(T) = \sqrt{D_b(T) \tau(T)}; \quad \Delta = \sqrt{C_0^2 + 4C_1} \] (21)

\( L_0(T) \) is the hopping diffusion length. The constants \( A \) and \( B \) can be found subject to (a) an illuminated surface boundary condition at \( x = 0 \): \( N_{PV}(0) = N_0 \) determined by the photon flux irradiating the surface of the solar cell; and (b) a hole accumulation boundary condition at \( x = d \). For the hopping charge carrier flux across the back interface in the presence of a reverse Schottky barrier, this boundary condition arises due to hole accumulation at the PbS–MoO3 boundary, Fig. 2(b) and (c), and can be written as:

\[ -D_b(T) \frac{dN_{PV}(x)}{dx} \bigg|_{x=d} = S_i(T) N_{PV}(d) \] (22)

The surface/interface recombination velocity \( S_i \) is finite if the accumulation opposes the flow of free (hopping) charges across the interface. This is the source of the interfacial built-in electric field, \( E_i \), in the opposite direction of \( E \), the forward electric field generated across the thin film due to the photovoltage. The resulting equation for the excess charge carriers is

\[ \Delta N_{PV}(x) = \Delta N_{PV}(0) \left[ \frac{(S_i + D_b Q_1) e^{Q_x} - (S_i + D_b Q_2) e^{Q_d}}{(S_i + D_b Q_1) e^{Q_d} - (S_i + D_b Q_2) e^{Q_x}} \right] \] (23)

The following equations for the exponents are shown in terms of the defined parameters \( C_0 \) and \( \Delta \):

\[ Q_1 d + Q_2 x = \frac{1}{2} C_0 (d + x) + \frac{1}{2} \Delta (d - x) \]

\[ Q_2 d + Q_1 x = \frac{1}{2} C_0 (d + x) - \frac{1}{2} \Delta (d - x) \] (24)

Separating out the current densities into hopping diffusion and drift components consistent with eqn (7), using eqn (18) and (23) and highlighting the temperature dependence gives

\[ J_d(0, T) = J_{d, diff}(0, T) + J_{d, drift}(0, T) \]

with

\[ J_{d, diff}(0, T) = N_0 \left[ \exp \left( \frac{\mu_{ext}(T) V_s}{D_b(T)} \right) - 1 \right] D_b(T) \]

\[ \times \left[ -Q_1(T) \left( S_i(T) + D_b(T) Q_1(T) \right) e^{Q_d/2} + Q_1(T) \left( S_i(T) + D_b(T) Q_1(T) \right) e^{-Q_d/2} - \left( S_i(T) + D_b(T) Q_2(T) \right) e^{Q_d/2} - \left( S_i(T) + D_b(T) Q_2(T) \right) e^{-Q_d/2} \right] \] (25a)

and

\[ J_{d, drift}(0, T) = N_0 \left[ \exp \left( \frac{\mu_{ext}(T) V_s}{D_b(T)} \right) - 1 \right] \mu_{ext}(T) E; \quad 0 \leq x \leq d \] (25b)

3 Solar cell fabrication and J–V measurements

Coupied thin films with average PbS CQD diameter of 4.2 nm were fabricated through a layer-by-layer process in which the long oleic acid ligands were displaced by shorter 3-mercapto-propionic acid ligands resulting in an inter-particle spacing ca. 0.5–1 nm.² The device architecture was glass/FTO/TiO2/PbS QD/MoO3/Au/Ag, Fig. 2(d). For our CQD solar cells, 0.2% hole extraction layer of MoO3 was deposited between the anode Au and PbS CQD layer, Fig. 2.¹ Mechanisms of hole extraction, such as through a dipole formed at the interface between organic photovoltaic cell active transport layers and the
respective anodes, have been proposed\textsuperscript{1,3,32} featuring carrier transport through deep-lying conduction band or gap states in MoO$_3$.

For $J$–$V$ characteristics, a 30 mW CW diode laser with wavelength 830 nm and a beam diameter of ca. 0.1 mm was used as the excitation and photovoltage generation source. A variable resistor was connected as a load resistance in the range from 0 to 99 MΩ. The sample was placed on a Linkam LTS350 cryogenic stage, which allows maintaining a constant temperature in the 77–520 K range. The $J$–$V$ responses of the CQD solar cells were tested at various temperatures (100 K, 150 K, 200 K, 250 K, and 300 K). The resulting $J$–$V$ characteristics are shown in Fig. 3(b)–(f).

4 Results and discussion

4.1 Structural origin of S-shaped $J$–$V$ characteristics

Fig. 3(b)–(f) show that the $J$–$V$ characteristic curves are only exponential at 300 K. Negative exponential shapes are obvious at all other (lower) temperatures. Turning attention to the CQD–MoO$_3$ interface, in addition to its interfacial hole-transport-related action, this nanolayer has been known to affect the shape of the $J$–$V$ curves of CQD solar cells, giving rise to non-exponential curves. Consistent with the aforementioned reports, Chuang et al.\textsuperscript{7} found that CQD solar cells with MoO$_3$ nanolayers exhibited S-shaped $J$–$V$ curves and low stability, while devices without the MoO$_3$ layer exhibited better performance and normal $J$–$V$ curves. The MoO$_3$ layer’s deep-level conduction band and gap states can be the result of improper stoichiometry, or ambient air/water molecule adsorption–absorption effects, or different deposition conditions during the fabrication process.\textsuperscript{33,34} This, however, can result in accumulation of holes at the PbS CQD–MoO$_3$–Au back interface, as anticipated in the theory of Sect. 2. In view of the deep or shallow gap states in MoO$_3$, and the hopping transport nature of holes across the CQD layer–MoO$_3$–Au interface, a trap- and phonon-assisted hopping transport mechanism can be invoked. The latter is known to occur in excitonic hopping in some doped crystals\textsuperscript{35} where the low phonon population at low temperatures results in low hopping rates. Therefore, Fig. 3(a) proposes a composite diode model, comprising a forward diode to account for the TiO$_2$/PbS CQD heterojunction diode, Section 2.2, and including a superposed second (reverse Schottky) diode that arises naturally from the charge accumulation effect induced at the interface by inserting the MoO$_3$ layer and the effective Schottky barrier $E_{sc}$. The transport properties of the two diodes such as hopping diffusivity and mobility are expected to be different and are extracted from the application of the hopping theory to the two-diode model.

4.2 Two-diode-equivalent current density transport model

In the diagram of Fig. 2(b) and (c), any hole accumulation at the CQD film–MoO$_3$ interface due to the effective energy barrier to holes originating in the 10 nm MoO$_3$ and the 50 nm metallic Au overlayer, will give rise to a local space charge layer (SCL) of width $W$ and a built-in electric field directed toward the bulk of the thin CQD film. This SCL acting as a reverse Schottky diode will modify the diffusion and drift current densities of eqn (25) by introducing opposing currents within the SCL width. The hole accumulation SCL is superposed on a fraction of the thickness $d$ starting at the back boundary. Letting $N_{hv}(d – W) = N_0$, a reasonable assumption based on the extreme thinness of the CQD nanolayer which results in very small attenuation of the incident photon flux due to absorption, and retaining the back interface boundary condition eqn (22), it can be shown that

\[
J_{el, diff}(d – W, T) = N_0 \left( \exp \left( \frac{\mu_{ext}(T)V_{at}}{D_{hu}(T)} – 1 \right) D_{hi}(T) \times \left[ -Q_{hi}(T)(S(T) + D_{hu}(T)Q_{at}(T))e^{\Delta(e^{(d-W)/2} + Q_{hi}(T)[S(T) + D_{hu}(T)Q_{at}(T)]e^{-\Delta(d-W)/2}} \right] \right) \quad (26a)
\]

\[
J_{el, drift}(d – W, T) = -N_0 \left( \exp \left( \frac{\mu_{ext}(T)V_{at}}{D_{hu}(T)} – 1 \right) \mu_{ext}(T)|E_i| \right) d – W \leq x \leq d \quad (26b)
\]

Here the transport parameters have taken on local values (i). The built-in field $E_i$ opposes the work-function-difference-induced field $E$, Fig. 2(b) and (c), and increases with hole accumulation at the back interface. Its carrier-flux-impeding effect is expected to become more pronounced with decreasing diffusivity and mobility and increased hole accumulation at decreasing temperatures, and with increasing effective Schottky barrier height, $\Delta E_g$. At first glance, this is qualitatively borne out in the $J$–$V$ characteristics by the significant decrease in current density $J$ with decreasing temperature. There is no upper limit to the extent of the accumulation layer width $W$ other than the entire thickness of the CQD layer. The physical picture involving eqn (25) and (26) is one of hopping conduction occurring simultaneously across the thickness of the CQD layer (forward direction) and across the hole accumulation SCL (reverse direction) with the net carrier (hole) current being the superposition of both carrier motions. The SCL width is effective and it should not be considered as acting like an interface boundary to distinguish the heterojunction diode and the reverse Schottky diode. The values obtained from applying the theory to the data are...
actually nominal numbers which can be equal to the solar cell thickness. The SCL width is defined only for the purpose of using it to adjust the electric field strength. Given that the electric field in the SCL region is inversely proportional to the SCL width, when the nominal value of the latter is ~200 nm, this physically indicates that holes are diffused across the entire layer thickness $d$ with an extremely small concentration gradient which results in a very weak electric field strength,
consistent with the $J$–$V$ curve at 300 K. Note that if the SCL width $W = d$, eqn (26b) for the electric field-induced drift current reduces to eqn (25b), meaning there is no reverse electric field.

From the composite diode model of Fig. 3(a) the following circuit analysis can be made: At circuit points 1 and 2, respectively, the photocurrent, external (measured), and reverse diode current are related through

$$J_{ph}(0,T) = J(T) + J_h(T) \quad (27a)$$

$$J(T) = J_s(T) \quad (27b)$$

It is generally true that $J_h(T)$ and $J_s(T)$ include both diffusion and drift current components. However, $J_h(T)$ is mainly contributed by the majority charge carrier electrons (holes) in the heterojunction (Schottky) diode.

The voltage across the circuit is the superposition of the two opposing voltages

$$V = V_h - V_s \quad (28)$$

From eqn (25):

$$J_s = A(B_r + C)[\exp(D_h V_h) - 1] \quad (32)$$

From eqn (27b) and (32)

$$V_s = \frac{1}{D_h} \ln\left[\frac{J}{A(B_r + C) + 1}\right] \quad (33)$$

and from eqn (27a) and (31)

$$V_h = \frac{1}{D_h} \ln\left[\frac{J_{ph} - J}{A(B_r + C) + 1}\right] \quad (34)$$

Combining these expressions yields the circuit output voltage:

$$V(J, T) = V_h - V_s$$

$$= \frac{D_h(T)}{\mu_e(T)} \ln\left(\frac{J_{ph} - J}{A(B_r + \mu_{ext}(T))} + 1\right) - \frac{D_h(T)}{\mu_e(T)} \ln\left(\frac{J}{A(B_r + \mu_{ext}(T))} + 1\right) \quad (35)$$

4.3 Transport parameter measurements

Fig. 4 shows the measured open-circuit voltage and short-circuit current of the best solar cell in our sample as a function of temperature between 100 K and 300 K. The experimental $J$–$V$

characteristics were fitted sequentially to the two-diode model of eqn (35). The results are shown in Fig. 3(b)–(f). In view of the fact that 11 unknown parameters (from Table 1) had to be extracted from five $J$–$V$ curves at different temperatures, and in the absence of a rigorous mathematical proof of uniqueness of fit and measurement, two independent best-fitting computational programs were used to investigate the reliability and thus the uniqueness of the best-fitted results in a statistical analysis. These programs (mean-value best fit and statistical best fit) have been used successfully in earlier multi-parameter fits to experimental data from amorphous/crystalline silicon solar cell heterojunctions. The full set of the best-fitted results using both methods is summarized in Table 1. It is seen that the results

$$J_h = q [J_{diff}(0,T) + J_{diff}(0,T)] = qN_0$$

$$\times \left\{ D_h(T) \left[ -\frac{Q(T)\{S(T) + D_h(T)Q_1(T)\}e^{\Delta d/2}}{S(T) + D_h(T)Q_1(T)} - \{S(T) + D_h(T)Q_2(T)\}e^{-\Delta d/2}\right] + \mu_{ext}(T)E \right\} \times \left( \exp\left[ \frac{\mu_e(T) V_h}{D_h(T)} - 1\right]\right) \quad (29)$$

Grouping terms for simplicity:

$$A \equiv qN_0 \quad (30a)$$

$$B \equiv D_h(T) \left[ -\frac{Q(T)\{S(T) + D_h(T)Q_1(T)\}e^{\Delta d/2}}{S(T) + D_h(T)Q_1(T)} - \{S(T) + D_h(T)Q_2(T)\}e^{-\Delta d/2}\right] \quad (30b)$$

$$C \equiv \mu_{ext}(T)E \quad (30c)$$

$$D \equiv \frac{\mu_{ext}(T)}{D_h(T)} \quad (30d)$$

Eqn (29) can be written as

$$J_h = A(B_r + C)[\exp(D_h V_h) - 1] \quad (31)$$

Similarly, for the reverse diode, using eqn (26) and the same symbols as above with the subscript ($i$)
from the two independent best-fitting programs are in very good-to-excellent agreement for all measured parameters, indicative of high reliability. Also, the statistical fit results show that variances were one order of magnitude smaller or less for all parameter measurements, indicative of high precision.

Table 1 also shows the extracted temperature dependence of the photocurrent density. The photocurrent density decrease with increasing temperature is consistent with increased hole accumulation at the back interface and the subsequent strengthening of the reverse built-in electric field \( E_i \) which opposes further transport of holes toward the CQD–MoO\(_3\) interface, thereby limiting the extracted solar cell current. Table 1 further shows the forward and reverse electric fields in the solar cell as functions of temperature. Although the non-monotonic behavior of \( E \) makes it hard to assert a general trend with decreasing temperature, the monotonically increasing trend of \( E_i \) is consistent with the foregoing interpretation of the concomitant decrease in photocurrent density.

Table 1 also shows the calculated values of the hopping diffusion lengths of electrons and holes in the forward region and in the SCL. Although the statistical variances are relatively large, both diffusion lengths exhibit clearly non-monotonic behaviors. Given the definition, eqn (21), of \( L_h(T) \), any interpretation of these trends would require the temperature behavior of the hopping diffusivity, \( D_h(T) \) and that of the total (mean) electron and hole lifetime, \( \tau(T) \), and \( \tau_i(T) \), respectively. In view of the uncertainty in the exciton dissociation site, it is assumed that hole transport is mainly dominant in the SCL and electron transport mainly in the forward region. Fig. 5(a) shows the calculated \( \tau(T) \) and, within the SCL, \( \tau_i(T) \). Both hopping lifetimes are seen to decrease with increasing temperature. Although there exist no precedent measurements of the \( \tau(T) \) and \( \tau_i(T) \), these lifetime trends are in very good agreement with earlier frequency-domain photocarrier radiometry (PCR) studies of exciton lifetimes in the same coupled PbS–CQD matrix. The mean lifetime in that material was found to decrease monotonically with increasing \( T \) and has significant temperature-dependent non-radiative and radiative relaxation components: the former decay channel is controlled by longitudinal optical (LO) phonon–exciton interactions which limit the radiative lifetime and luminescence photon flux throughout the entire 100–300 K temperature range. On comparing the dynamic PCR mean lifetime values in the materials (ref. 37, Table 1) with the static values extracted from the present \( J-V \) measurements through the developed transport theory of hopping particles in the complete solar cell fabricated from the same material matrix, it is seen that the trends are similar, however, the solar cell \( \tau(T) \) values are consistently shorter than those of the materials alone (for example, 1.2 \( \mu s \) vs. 5.66–5.85 \( \mu s \) at 100 K). This is not surprising in view of possibly different exciton dissociation probabilities in the complete solar cell and is consistent with the increased hopping velocity (and mobility) of charge carriers contributing to the transit time across the body of the nanolayer in the presence of the drift-inducing electric field \( E \), compared with that of the CQD material with \( E = 0 \), as predicted by eqn (6) with the (+) sign for transport in the direction of \( E \). In Fig. 5(a) it is also observed that the \( \tau(T) \) values within the temperature-variable SCL width \( W \) (see Table 1) under the opposing built-in electric field \( E_i \) are consistently longer than those of \( \tau(T) \), in agreement with the decreasing hopping velocity, eqn (6) with the (−) sign. The two lifetimes converge to the same value at room temperature, an indication that hole accumulation at the interface becomes negligible and does not affect the transit time.

Increasing values of the hopping diffusivities \( D_h(T) \) and \( D_{hi}(T) \) with increasing temperature were also found from the best fits and are shown in Fig. 5(b). The trends are physically expected from diminishing resistance to hole transport as a result of decreased hole accumulation at the CQD–MoO\(_3\) interface and increasing hopping frequency with increasing thermal energy content in the solid matrix. Specifically, eqn (9) shows that \( D_{hi}(T) \) can increase with temperature if the total carrier relaxation time \( \tau(T) \) decreases.

Returning to Table 1, the non-monotonic trend in the values of \( L_h(T) \) with increasing temperature can be easily understood to be due to the trade-off between decreasing mean carrier lifetime and increasing hopping diffusivity. From eqn (9) and (12), the opposing trends are between decreasing lifetime and increasing inter-dot hopping frequency which ultimately dominates at high temperatures thereby increasing \( L_h \) for \( T > T_{min} = 200 \) K of the \( L_h \) vs. \( T \) curve:

\[
L_h(T) = L \sqrt[\tau(T)]{\tau(T)} \quad \text{with} \quad \tau(T) = \exp \left( -\frac{\Delta E}{2kT} \right) \tag{36}
\]

Inside the SCL, the opposite trends attributed to hole accumulation, are evident. The decrease in mean lifetime \( \tau_i \) is much steeper, Fig. 5(a), possibly due to enhanced hole-to-hole scattering within the accumulation layer, and tends to offset any diffusion length increases due to hopping frequency increases. The net result is a decrease in \( L_{hi} \) for \( T > T_{max} = 150 \) K in the \( L_{hi} \) vs. \( T \) curve. At room temperature, although the decrease in \( L_{hi} \) probably has little effect on the overall transit time across the solar cell as hole accumulation diminishes, the overall net
Table 1: Summary of best-fitted results using both mean-value and statistical fitting methods

<table>
<thead>
<tr>
<th>Fitted parameters</th>
<th>Temperature, K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>Mean-value best fit</td>
</tr>
<tr>
<td>Electron hopping diffusion</td>
<td>1.140 x 10^{-3}</td>
</tr>
<tr>
<td>Electron hopping mobility</td>
<td>2.890 x 10^{-3}</td>
</tr>
<tr>
<td>Hole hopping diffusion</td>
<td>8.109 x 10^{-4}</td>
</tr>
<tr>
<td>Diffusion length</td>
<td>3.742 x 10^{-6}</td>
</tr>
<tr>
<td>Local space</td>
<td>2.003 x 10^{-5}</td>
</tr>
<tr>
<td>Local electric filed</td>
<td>2.127 x 10^{3}</td>
</tr>
<tr>
<td>Photocurrent density</td>
<td>18.429</td>
</tr>
<tr>
<td>Diffusion length</td>
<td>4.27 x 10^{-3}</td>
</tr>
<tr>
<td>Surface recombination velocity</td>
<td>9.628 x 10^{-5}</td>
</tr>
</tbody>
</table>
Diffusion length is smaller than $L_h$, which controls the carrier transport within the forward region of the solar cell. Upon dissociation, this decreases the hole crossing rate, in addition to the Schottky barrier at the CQD–MoO$_3$ interface.

Fig. 5(c) shows the extracted electron and hole mobilities in the two regions. They both increase with increasing temperature and the room-$T$ values are in agreement with those obtained experimentally for PbS CQDs. Electron mobility, $\mu_e$, has been reported to increase with temperature in a quantum dot superlattice. Other reports show that in semiconductor nanocrystal solids and PbSe quantum dots, device current increases with temperature in a quantum dot superlattice. This is the result of hopping attempts with activation energy $\Delta E$. Eqn (13b) shows that the mobility, in addition to inter-quantum-dot hopping, is further limited by the reverse Schottky barrier height $E_a$. Therefore, separate measurements of diffusivity and mobility can yield information about these activation energies. Based on eqn (12), Fig. 6(a) is an Arrhenius plot of the product $[T\mu_{exc}(T)/D_h(T)]$ and demonstrates the thermal activation nature of the transport across the solar cell layer with effective activation energy $E_a = 49.9$ meV. Fig. 5(d) is an Arrhenius plot of $[T\mu_{exc}(T)/D_h(T)]$, a combination of terms identified in eqn (14) which replaces the conventional Einstein relation in the CQD hopping transport theory. The figure experimentally proves the validity of the new hopping Einstein relation and extracts an effective barrier activation energy $\Delta E_a = 19.6$ meV. The slopes of the curves in Fig. 6(a) and 5(d) can be used to deduce the hopping dot-to-dot energy barrier value $\Delta E = 30.3$ meV. Furthermore, an Arrhenius plot of the hopping diffusivity, Fig. 6(b), yields $\Delta E = 27.6$ meV, in very good agreement with the value obtained from the hopping Einstein relation. The experimentally extracted monotonic mobility increase with temperature is in agreement with earlier theoretical mobility calculations consistent with a hopping mechanism. Both the present and the earlier trends are opposite from the expected mobility behavior for band-like conduction, where conventional photocarrier transport theory predicts increasing mobility with decreasing temperature. The activation energy range for mobilities in CdSe and PbSe CQDs was found to be 10–50 meV, consistent with our calculated value in PbS CQD solar cells which, however, includes the additional Schottky barrier contribution at the CQD–metal interface.

Inside the SCL, similar calculations using the data in Fig. 5(b) and (c) and (6(c)), and constructing Arrhenius plots for...
and \( \Delta E_{\text{ai}} = 33.5 \text{ meV} \), respectively. The Arrhenius plot of the hopping diffusion inside the SCL yielded \( E_a = 40.1 \text{ meV} \). These values are significantly higher than those obtained from the current densities outside the SCL. The calculated dot-to-dot energy barrier \( \Delta E_{\text{ai}} = 40.1 \text{ meV} \), higher than \( \Delta E = 30.3 \text{ meV} \) in the CQD bulk, is consistent with holes forced to transition to higher energy levels due to the higher density of available holes already occupying lower levels. The higher local-electric-field-induced barrier height \( \Delta E_{\text{ai}} \) is also consistent with the presence of the local built-in electric field opposing the transport of holes across the SCL, Fig. 2(b) and (c), and preventing them from reaching the interface, a sort of reverse bias within the framework of hopping conduction.

The SCL width \( W \) dependence on temperature was also calculated from the best-fits to eqn (35) and the results are shown in Table 1. The increase in \( W \) with increasing temperature is consistent with the simultaneously occurring decrease in accumulated hole density at the PbS CQD/MoO\(_3\) interface which appears to act as a conventional junction depletion layer: at low temperatures a large density of carriers (holes), Fig. 2(c), accumulated due to low interface recombination velocities (here \( S_i \)) plays the role of extraction, rather than recombination, rate) is tantamount to a high local doping density, resulting in a high density of occupied local QD energy states, and therefore a narrow depletion layer and a strong reverse “built-in” electric field \( E_i \). As temperature increases, the carrier density at the interface decreases as the higher diffusivity, and increased extraction rate \( S_i \) (this was only proven reliably and quantitatively for the \( T = 300 \text{ K} \) case, Table 1), alleviate the concentration gradient, resulting in decreased density of occupied local QD energy states, therefore a wider depletion layer, and weaker reverse built-in electric field, Fig. 2(b). A theoretical expression for \( S_i \) in terms of local transport parameters can be obtained using eqn (7) evaluated at \( x = d \):

\[
J_{\text{ai}}(d,T) = -D_{\text{ai}}(T) - \frac{dN_{PV}(x)}{dx} \bigg|_{x=d} + \mu_{\text{ext}}(T)E_iN_{PV}(d) \tag{37}
\]

When there is no net flux of carriers out of the interface, setting \( J_{\text{ai}}(d,T) = 0 \) and using eqn (22) yields

\[
S_i(T) \equiv -\mu_{\text{ext}}(T)E_i = \mu_{\text{ext}}(T)|E_i| \tag{38}
\]

This expression of the SRV involves the value of the mobility at the interface and it is positive because the direction of the local built-in electric field vector is negative. The hopping mobility increases with \( T \) whereas \( E_i \) decreases. These opposite trends determine whether the net hole extraction rate across the junction depletes or accumulates the hole density within the

![Fig. 6](image_url)

(a) Arrhenius plot of hopping mobility to extract the effective activation energy \( E_{\text{eff}} = E_a + \Delta E_a \). (b) Arrhenius plot of Fig. 5(b)–(d) are Arrhenius plots of the ratio \( T_{\mu_{\text{ext}}}(T) \) and \( T_{\mu_{\text{ext}}}(T)/D_{\text{ai}}(T) \), respectively.
dependence of the SCL to the observed temperature barrier remains. Fig. 7 shows the connection of the foregoing hole accumulation process within the SCL to the observed temperature dependence of $V_{oc}$, Fig. 4. With decreasing temperature, the hole extraction rate, $S_h$, decreases while the reverse drift current density $J_{redrift}$, eqn (26b), increases, thereby decreasing the net forward drift flux to the PbS CQD/MoO$_3$ interface. The net diffusion current density $J_{ediff}$ is not affected by $E_a$, so the net forward transport rate is impeded. The changes in both interface depletion (out-diffusion, extraction, $R_s$) and accumulation (in-diffusion, $R_i$) rates within the SCL favor hole accumulation at the anode, provided $R_i > R_s$, thereby reducing the work function of the anode and leading to reduced $V_{oc}$ (ref. 8) as observed in Fig. 4. This is the hopping conduction analog of conventional inorganic solar cell quasi Fermi level rise when holes accumulate near the anode metal at low temperatures, resulting in perturbation of the electron cloud distribution in the metal and $V_{oc}$ decrease. The process comparing 200 K and 300 K energy diagrams using data from our measurements is shown in Fig. 7.

The similarities to a conventional depletion junction interface (with an exceedingly small depletion width on the other side of the junction due to the very high density of states in MoO$_3$) can be exploited in solar cell design optimization. The use of a high-work-function metal for minimizing the hole-injection barrier seems to be only partly effective due to Fermi level pinning at the interface. Therefore, additional improvements can be sought with the trans-QD transport rate such as optimizing the dot-to-dot distance: The structure of the hopping diffusivity and mobility eqn (9) and (10) suggests that these quantities can be maximized for mean distances $\langle L \rangle = \frac{2}{\gamma}$. The transmission coefficient $\gamma$ can be estimated from quantum mechanical hopping theory: $\gamma = 2[2m_0\Delta E/q]^{1/2}h$, where $\Delta E/q$ is the free exciton or dissociated carrier-to-dot barrier height and can be calculated from the Arrhenius plot of the measured diffusivity at several temperatures, Fig. 6(b). In addition, in view of the different values of the transport parameters within the SCL, a quantum dot ensemble adjacent to the metal interface with a mean dot-to-dot distance $\langle L \rangle = \frac{2}{\gamma}$ with $\gamma = 2[2m_0\Delta E/q]^{1/2}h$ and $\Delta E$, calculated from an Arrhenius plot of the SCL diffusivity extracted from similar data, can result in overall optimized Schottky barrier which controls $\Delta E$, thereby optimizing the hole transport rate across the CQD/metal interface by lowering the Schottky barrier using different interface (junction) conducting thin films.

5 Conclusions

A theoretical model of charge carrier hopping transport across PbS CQD solar cells as a function of temperature was developed which led to hopping diffusion and drift components and analytical expressions for the carrier hopping diffusivity, velocity (hence, mobility), and a new hopping Einstein equation linking the latter two dynamic properties. The model was applied to a two-diode-equivalent optoelectronic configuration in order to explain experimental $J$–$V$ curves obtained from glass/FTO/TiO$_2$/PbS QD/MoO$_3$/Au/Ag solar cells which exhibited anomalous characteristics at temperatures below 300 K (room temperature). Detailed best-fits of the $J$–$V$ data to the theory over the 300–100 K temperature range were consistent with two transport regions within the solar cell, one forward, and the other a space charge layer associated with a reverse Schottky barrier. In each region, local parameters were measured using two best-fitting methods to ensure uniqueness of the results. Besides the physical insights, the model was found to be capable of estimating the optimal quantum dot-to-dot distance in CQD solar cells in order to maximize the hopping diffusivity and mobility, thereby improving solar power conversion efficiency.
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