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ABSTRACT

Solution-processed colloidal quantum dot (CQD) solar cells are lightweight, flexible, inexpensive, and can be spray-coated on various substrates.
However, their power conversion efficiency is still insufficient for commercial applications. To further boost CQD solar cell efficiency, researchers
need to better understand and control how charge carriers and excitons transport in CQD thin films, i.e., the CQD solar cell electrical parameters
including carrier lifetime, diffusion length, diffusivity, mobility, drift length, trap state density, and doping density. These parameters play key roles
in determining CQD thin film thickness and surface passivation ligands in CQD solar cell fabrication processes. To characterize these CQD solar
cell parameters, researchers have mostly used transient techniques, such as short-circuit current/open-circuit voltage decay, photoconductance
decay, and time-resolved photoluminescence. These transient techniques based on the time-dependent excess carrier density decay generally
exhibit an exponential profile, but they differ in the signal collection physics and can only be used in some particular scenarios. Furthermore, pho-
tovoltaic characterization techniques are moving from contact to non-contact, from steady-state to dynamic, and from small-spot testing to large-
area imaging; what are the challenges, limitations, and prospects? To answer these questions, this Tutorial, in the context of CQD thin film and
solar cell characterization, looks at trends in characterization technique development by comparing various conventional techniques in meeting
research and/or industrial demands. For a good physical understanding of material properties, the basic physics of CQD materials and devices are
reviewed first, followed by a detailed discussion of various characterization techniques and their suitability for CQD photovoltaic devices.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0029440

I. INTRODUCTION TO QUANTUM DOTS AND
COLLOIDAL QUANTUM DOT SOLAR CELLS

Due to the confined particle motion in three spatial dimen-
sions, the unique optical and electrical properties of quantum dots
(QDs) make them promising candidates for fabricating low-cost,
large-area, lightweight, flexible, high-efficiency photovoltaic solar
cells. These QDs can be made from semiconductor materials,
including PbS, PbSe, CdTe, AgBr, InP, InZnP, InAs/CdSe/CdS, and
many others, and currently, the highest efficiency for QD-based
solar cells is 16.6%.1 Therefore, this section will introduce QDs and
colloidal quantum dot (CQD) solar cells from solution-based CQD
fabrication methodologies to discussing the effects of ligand-
determined interdot distance, temperature, spatial and energy

disorders, dot size, and dot size polydispersities on QD electrical
properties. Last, a discussion of CQD solar cells in this tutorial is
focused on their fundamentals, classification, working principles,
and efficiency-limiting factors.

A. Synthesis of quantum dots

1. Solution-processed quantum dot synthesis

Two main approaches have been developed for synthesizing
QDs in the latest several decades: (1) solution-processed colloidal
chemistry methods and (2) lithographic growth which includes the
subsequent processing techniques such as various deposition and
etching methodologies. The colloidal chemistry fabrication starts
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with the rapid injection of semiconductor precursors into a hot
and vigorously stirred organic solvent, which contains organic mol-
ecules with long chains and can coordinate with the precipitated
CQD particles on the surface. Through proper surface engineering
using various ligands, these water-soluble CQDs are suitable for
various optoelectronic and photovoltaic applications. In comparison,
the lithographic growth of QDs is more time-consuming and expen-
sive. Moreover, QDs fabricated through this technique are more
easily contaminated during the fabrication process. Contamination
can introduce various material defect states, a high degree of dot size
polydispersity, and poor interface quality.

There are two types of QD epitaxial growth techniques: vapor
phase epitaxy (VPE) and liquid phase epitaxy (LPE). For example,
InAs QDs have been fabricated using vapor phase epitaxy for
1.55 μm optical device applications2 and growth of self-assembled
PbSe quantum dots on GaSb by LPE.3 LPE is commonly used for
fabricating semiconductor materials on the micro-scale but infre-
quently used in QD fabrications. Metalorganic vapor phase epitaxy
(MOVPE) using a metalorganic medium and molecular beam
epitaxy (MBE) through the Stranski–Krastanov growth mode are
the two main techniques that have been widely used for QD syn-
thesis. For example, MBE has been widely implemented in investi-
gating single-photon sources and quantum computation. As
reviewed in Ref. 4, III–V semiconductors such as InAs and InGaAs
QD have been studied extensively. Although epitaxial growth can

produce QDs with relatively higher quality, when compared with
lithographic growth it is uncommonly used for large-scale QD
fabrication. Concerning QD quality and size polydispersity, QD
synthesis through the pyrolysis of metalorganic precursors is the
most successful nanoparticle preparation method. A detailed
review of such techniques has been reported by Wang et al.5 As
shown in Fig. 1, the QD preparation mechanism generally can be
understood through La Mer and Dinegar’s model in the way that
precursor nucleation occurs through the rapid injection of QD
precursors into a coordinating organic solvent.6 In the organic
solvent, semiconductor precursors thermally decompose into
monomers at a temperature ranging from 120 oC to 360 oC, a
process to increase the monomer concentration in the solvent.
When the monomer concentration surpasses the nucleation
threshold concentration, nucleation processes begin and nanopar-
ticles grow quickly through absorbing monomers from the
solution-phase. New nuclei can no longer be formed once the
monomer concentration is smaller than the critical nucleation
threshold concentration, which keeps a constant population of
CQDs while the dot size continues to grow through absorbing
more monomers in the solution. This process will continue until
the monomers are depleted. Due to the depletion of monomers in
the solution, the CQD growth process evolves to the Ostwald
stage, where smaller CQDs dissolve into monomers because of
their higher surface energy. The dissolved monomers contribute

FIG. 1. (a) Schematic of La Mer and Dinegar’s model for the synthesis of monodispersed CQDs. (b) Representation of the apparatus employed for CQD synthesis.
Reproduced with permission from Murray et al., Annu. Rev. Mater Res. 30(1), 545–610 (2000). Copyright 2000 Annual Reviews.
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to the further growth of large CQDs. In other words, the concen-
tration of CQDs in the solution reduces with time, while the dot
size increases, as shown in Fig. 1. However, La Mer and Dinegar’s
model for CQD synthesis is a simplified mechanism without con-
sidering the concurrence of semiconductor precursor nucleation
and the CQD growth. Furthermore, ligands in the solution may
additionally influence the nucleation process.

Besides, for better control of the CQD synthesis process, slow
temperature ramping can be used to trigger the precursor supersa-
turation and nucleation. Furthermore, proper temperature control
can also be implemented to avoid additional nucleation processes.
As shown in Fig. 1, the CQD size can be feasibly adjusted by
changing the hydrothermal fabrication time. Generally, this techni-
que can fabricate CQDs with a dot size distribution of <7%, which
can further be reduced to less than 5% through various purification
methods. As an example, for CQD dimension measurement, the
transmission electron spectroscopy images of CdSe CQDs at high
and low resolutions are shown in Fig. 2.

2. Ligand exchanges and their effects on CQD carrier
transport properties

With the reduction of CQD size, surfaces are starting to play
an increasing role in determining CQD optical and electrical prop-
erties. For example, surface-to-volume ratios start to rise dramati-
cally which leads to significant enhancement of surface trap states.
Furthermore, large surfaces with high surface energy sensitively
react with environmental chemical species, a process that dimin-
ishes CQD stability. Also, the as-fabricated CQDs are surface-
linked with long organic molecules that result in large interdot dis-
tances corresponding to weak interdot coupling and thus to lower
electrical carrier transport ability. Therefore, targeting the removal
of surface trap states through satisfying unsatisfied dot surface dan-
gling bonds and reducing interdot distances with short-chain
linking molecules, surface ligand exchange is always performed.
Examples of such ligands are tetrabutylammonium iodide (TBAI),

methylammonium lead iodide (MAPbI3), and 1, 2-ethanedithiol
(EDT), which have been widely used in fabricating CQDs for
solar cell applications. Ligand exchanges are generally realized
through solid-state layer-by-layer methods,8 while a solution-
based ligand-exchange process was recently developed9 that
enables the removal of original ligand organic molecules (oleic
acid, for example). Compared with solid-state layer-by-layer exchange
methods, solution exchange was demonstrated to have multiple bene-
fits when applied to solar cell fabrication: reduced band-tailing
improves open-circuit voltage, carrier transport, and charge injection
into electron acceptors, and yields enhanced light absorption and an
optimal CQD bandgap.9 It should be noted that in terms of the
ligand-exchange process, there is a film thickness limitation that
depends both on the ligand itself, the CQDs, as well as the
ligand-exchange process. However, for better extraction of light-
induced charge carriers in the film, the CQD film thickness is of
the order of several hundred nanometers, a thickness enabling a
desirable ligand-exchange performance.

CQD thin film electronic properties are multi-factor depen-
dent, including interdot distance, the composition of QDs, number
of neighbors, and linking ligands, all of which play key roles. Most
of these factors are ligand determined. In a CQD thin film, as the
interdot distance is reduced (e.g., through linking with ligands that
have short chains), the wavefunctions of neighboring atoms overlap
thereby strengthening interdot coupling. Coined as “artificial
atoms,” CQDs building blocks in thin films determine their mate-
rial properties through their size, shape, the composition of each
CQD, and the interdot distance.

As shown in Fig. 3(a), CQD ensembles with different interdot
distances, short interdot distance (left) enable stronger coupling
strength within neighboring dots. Therefore, the wavefunction
overlap of neighboring CQDs transforms discrete electronic states
into extended electronic states with a reduction of interdot distance.
Accordingly, weak interdot coupling due to long linking ligands
[Fig. 3(a), right] results in discrete electronic states. Ideal CQD thin
films are truly monodisperse, i.e., all CQDs should have the same

FIG. 2. Transmission electron spectroscopy (TEM) imaging of CdSe QDs: low resolution (a) and high resolution [(b) and (c)].7 Reproduced with permission from Kagan
et al., Nat. Nanotechnol. 10(12), 1013 (2015). Copyright 2015 Nature Publishing Group.
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size, composition, and shape, and all QDs should be in the same
environment, for example, same charge and ligand chemistry.
Furthermore, all dots are lodged in an ideal periodic matrix with
the same interdot distance and number of nearest neighbors. In

this ideal situation, uncoupled CQD ensembles with large interdot
distances possess degenerate electron and hole states as shown in
Fig. 3(c) (right). In contrast, electronic states of coupled CQD
ensembles results in bands from split states [Fig. 3(c), left].

FIG. 3. Representations of CQD ensembles (a) with short interdot distance (left) and large interdot distance (right). Dependence of energy band on interdot separation
(b). Energy band structure of ideal CQD ensembles (c) and real-world CQD ensembles (d) with the increase of interdot distance. The density of states (e) for coupled
(left) and uncoupled (right) real-world CQD ensembles. Reproduced with permission from Kagan et al., Nat. Nanotechnol. 10(12), 1013 (2015). Copyright 2015 Nature
Publishing Group.
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For real CQD ensembles, the lowest size distribution that
current synthetic methodology can achieve is around 5%. Along
with the difference in ligand linking, composition, and variance in
the interdot distance, these non-ideal factors dominate the inhomo-
geneity in the electronic states and give rise to the formation of
midgap trap states. Furthermore, the inhomogeneity in the interdot
distance and QD organization leads to a width and height distribu-
tion of the energy barrier between CQDs, thereby widening the dis-
tribution of electronic states as shown in Fig. 3(d). Figure 3(e)
illustrates the density of states for real-world CQD ensembles. For
uncoupled CQD thin films [Fig. 3(e) (right)], the density of states
mirrors the energy and location disorder of the localized CQD
states and midgap trap states. In comparison, the CQD energy
bandwidth widening of electron and hole states originates from
intra-state interactions.

As shown in Fig. 3, the bandtail states, the result of a disorder
in CQDs and the interface states in devices, extend from the band
edges into the bandgap and even into deep midgap states. For
intrinsic CQD ensembles, if the Fermi level is located near the
midgap within the deep localized states, charge carriers remain at
the Fermi energy and transport occurs within localized states
through hopping. However, due to chemical, electrochemical, or
electrostatic doping, the Fermi energy is shifted close to the con-
duction band or valance band. As a consequence, deep level states
are filled that lead to free carriers thermally excited into the
extended states to enable a band-like electronic transport as shown
in Fig. 3(e) (left). The authors have investigated the influence of
ligands on the carrier transport properties of PbS CQDs.10 As
shown in Table I, PbS CQDs are linked by means of various
ligands: EDT, TBAI, and MAPBI3, while the ligands lead to a CQD
interdot spacing of approximately 0.43, 3.5, and 3.30 nm, respec-
tively. As can be seen in Table I, hopping diffusivity increases with
the decrease of the length of CQD ligands.

B. Electrical properties of quantum dots

The transport of carriers including free charge carriers and
excitons within QD thin films is of particular interest for the
better understanding of fundamental carrier transport dynamics and
energy loss mechanisms in QD systems and photovoltaic colloidal
quantum dot solar cell (CQDSC) efficiency optimization.
Section I A 2 reported on the influence of interdot linking ligands on

the QD electronic energy band structure and carrier transport behav-
iors. Short molecular lengths of linking ligands induce strong interdot
coupling strengths, thereby forming an extended continuous energy
band structure, which may result in an almost-continuous carrier
transport behavior in QD systems with proper doping and negligible
spatial and energy disorders. This section, starting with the discussion
of the theoretical background on carrier transport between localized
states, discusses the dependencies of carrier transports in CQD thin
films on temperature, interdot distance associated coupling strength,
dot size, QD size polydispersity, and spatial and energy disorder.

1. Theoretical fundamentals of carrier transfer
between localized states

The relevant theory of electron transfer in localized states was
initially developed by Marcus11 with the consideration of initial
and final states as a function of the nuclear coordinates as shown
in Fig. 4. For electron transport in QDs, Marcus’ theory takes into
account the free energy change ΔG0 for electron transport from the
initial state to the final state and the reorganization energy λ in
response to the nuclear coordinate change during the transport
process. The reorganization energy λ is determined by the internal
vibrations of the molecules and the configuration changes of the
solvent or dielectric materials that surround the molecules.

Carrier transport between localized states in QDs that contain
photoexcited electrons and holes is quantitatively modeled through
their tunneling behavior under a one-dimensional potential
approximation in the presence of an applied electric field as
reported by Leatherdale et al.12 The tunneling probability can be
obtained by implementing the Wentzel–Kramer–Brillouin (WKB)
approximation in a model where electrons tunnel through a square
energy barrier of height Φ and width d in an applied field E,

S ¼ exp � 4
3

ffiffiffiffiffiffiffiffi
2m*

�h2

s
1
eE

[Φ3/2 � (Φ� eEd)3/2]

8<
:

9=
;, (1)

where m* is the effective mass of the transport carrier within the
energy barrier. It can be seen that the tunneling probability
decreases exponentially with increasing energy barrier width, which
is significantly determined by the linking-ligand-associated interdot
spacing.

TABLE I. Summary of the best-fitted parameters for CQD thin films surface passivated with various ligands. These parameters were evaluated for 100 K measurement.
Reproduced with permission from Hu et al., Sol. Energy Mater Sol. Cells 164, 135–145 (2017). Copyright 2017 Elsevier B.V.

Samples PbS-EDT PbS-TBAI PbS-MAPbI3-B PbS-MAPbI3

Hopping diffusivity Dh (cm
2/s) 1.62 × 10−6 ± 2.83 × 10−8 8.58 × 10−7 ± 3.74 × 10−13 8.82 × 10−7 ± 6.07 × 10−14 1.04 × 10−6 ± 3.93 × 10−13

Effective carrier lifetime τE (μs) 2.78 ± 7.13 × 10−6 3.79 ± 1.42 × 10−8 7.66 ± 3.53 × 10−8 5.37 ± 3.68 × 10−8

Thermal emission rate ei (s
−1) 6.53 × 104 ± 1.16 6.80 × 104 ± 0.000 86 4.96 × 104 ± 0.0010 6.70 × 104 ± 0.000 59

Trapping rate RT (s−1) 4.72 × 104 ± 0.80 5.24 × 104 ± 3.71 × 10−4 2.04 × 104 ± 3.43 × 10−4 2.36 × 104 ± 8.99 × 10−4

Absorption coefficient β (cm−1) 8.57 × 107 ± 2.83 × 106 6.22 × 106 ± 1.43 7.80 × 106 ± 0.34 2.79 × 106 ± 0.56
Generation rate G0 (cm

−3 s−1) 1.84 × 109 ± 7.22 × 107 1.81 × 108 ± 3.12 1.44 × 108 ± 2.50 3.04 × 107 ± 0.31
Diffusion length Lh (μm) 0.017 0.018 0.026 0.024
Interdot spacing (nm) 0.43 (nominal ligand

length)
3.50 3.30 3.30
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Carrier mobility is an essential carrier transport property; there-
fore, it is a system where the hopping transport is dominant such as
in QD systems, its definition needs to be revisited13 within the frame-
work of discrete hopping transport as a function of the electric field
and the electric-field-dependent net hopping rate, R(E),

μ(E) ¼ R(E)
E

d, (2)

where d is the hopping distance along the direction of the electric
field and equals the nearest neighbor (interdot) hopping (NNH)
distance. The net hopping rate R(E) can be further defined as the
difference between forward (hopping in) and backward (hopping
out) rate, i.e.,

R(E) ¼ R forward(E)� Rback(E): (3)

Taking into account trapping states that may be occupied by a
significant amount of charge carriers and render them completely
immobile, the definition Eq. (2) should be modified with the defi-
nition of effective carrier mobility μeff (E),

μeff (E) ¼ μ free
n free

ntotal
: (4)

The term ntotal denotes the total density of trapped and free
carriers while n free is the density of free carriers. Besides, μ free is the
mobility of free carriers.

In general, in CQDs, depending on the specific surface passiv-
ation ligands, significant effects of trapping states emerge due to
the small-dot-size-related high surface-to-volume ratio. The model
described by Eq. (4) is too simplistic when considering various trap
states with different energy levels because carriers cannot be

distinguished as mobile and immobile depending on whether they
are not trapped or trapped, respectively. Specifically, there exist
some shallow traps that capture carriers rendering them only less
mobile relatively to free carriers. In this case, where there exists a
population of carriers ni with different motilities μi, therefore, a
more appropriate approach to defining mobility is as follows:

μeff ¼
P

i μiniP
i ni

: (5)

Furthermore, the quantized high energy states have not been con-
sidered. According to the Marcus theory, at high electric fields,
electrons are more likely to be injected into higher-lying electronic
states, followed by rapid relaxation to lower states.14 Therefore,
high energy state occupation results in smaller activation energies
for electron transport between localized states compared with direct
transport within low energy states.

2. Effects of interdot distance and QD disorder

Depending on the degree of QD disorder with respect to
spatial arrangements and energy states, there are four possible
transport mechanisms as shown in Fig. 5.15 Strictly speaking, at
room temperature, without specifying materials and quantitative
calculation processes, all four transport mechanisms are possible.

First, bulk crystal-like Bloch states will be formed when the
inter-dot distance is very small [Fig. 5(a)], and the whole QD
matrix has a quasi-monodispersed dot size. In this case, the strong
coupling strength causes carrier wavefunctions to overlap leading to
a narrow continuous energy band of a certain range in QD thin
films. Crystal-like Bloch states are not common in real practical QD
samples due to the inevitable CQD polydispersity even from today’s
state-of-the-art fabrication techniques as discussed in Sec. I A 1. In
the crystal-like Bloch states with extended energy bands, excitons
dissociate into free electrons and holes immediately upon generation
due to the strong interdot coupling strength. Second, quantum
mechanical tunneling becomes the dominant carrier transport
mechanism with increasing interdot distance or dot size polydisper-
sity [Fig. 5(b)] [compared with the situation in Fig. 5(a)]. In this sit-
uation, charge carriers can be transported from one QD to its
neighbors without phonon assistance due to the strong interdot
coupling. It is well known that, due to the energy barrier present
in between, charge carriers cannot be transported from one
quantum dot to another if there are far apart from each other.
However, if two quantum dots are very close (passivated with
short ligands, for example), these two dots are strongly coupled as
determined by the spatial overlap of their wavefunctions, each of
which penetrates through the energy barrier. Given the probabilis-
tic nature of the electronic wavefunction, this means that there is
a finite probability that the carriers can appear on (be transported,
or “tunneled” through to) the opposite side of the potential
barrier. Indeed, it has been reported that tunneling occurs with
barriers of thickness around 1–3 nm or thinner, a distance that is
very common for CQD thin films.

Third, when the energy barrier between neighboring QDs is
low enough [Fig. 5(c)], carriers can be thermally excited and trans-
ported over the barrier. For CQD systems, this mechanism allows

FIG. 4. Schematic of the energy diagram to illustrate Marcus’ theory for electron
transport between localized states. ΔG0 is the free energy change for transport
from the initial to the final state, and λ is the reorganization energy required to
change when the nuclear configuration coordinate changes adjusting to the
transport.
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carriers to be transported freely over the energy barrier from one
QD to another. Fourth, the phonon-assisted hopping mechanism
is most widely encountered in QD systems [Fig. 5(d)].16–22 For
photon -assisted hopping, the electron hops from one dot to a
nearby dot by absorbing one or multiple phonons. Depending on
interdot distance, coupling strength, temperature, and QD dimen-
sion, carriers hop from one dot to the nearby dots with the assis-
tance of one or multiple phonons. As the population of phonons
is temperature-dependent, phonon-assisted hopping transport is
also temperature-dependent, thereby leading to increased mobility
and conductivity with increasing temperature, a behavior that
stands in stark contrast to that of bulk semiconductors with con-
tinuous energy bands.

In summary, the interdot coupling strength that increases
with reduced ligand-determined interdot distance has a significant
influence on carrier transport physics. Through the enhancement
of the interdot coupling strength, it has been found that the electri-
cal properties of QD systems evolve from a Coulomb blockade
dominated insulating regime to a hopping conduction dominated
semiconducting regime in QDs.16,23 Strong interdot coupling
strength can also assist exciton dissociation into free electron and
hole charge carriers during the tunneling or hoping processes.24,25

3. Temperature effects

With decreasing temperature, the QD carrier transport mecha-
nism evolves from nearest-neighbor hopping (NNH) to Efros–
Shklovskii-variable-range hopping (ES-VRH). The watershed tem-
perature for one mechanism to the other has been reported to be
∼200 K,17,19,21 while further investigation found that the watershed
temperature could be affected by the QD size.19 NNH and ES-VRH
exhibit temperature-dependent effects on device current density or
conductivity similar to phonon-assisted carrier hopping transport,
i.e., at high temperatures, the large phonon population facilitates
the carrier hopping transport mechanism.16,19,20 The dependence

of conductivity on temperature for hopping conduction takes on
the general form

σ ¼ σ0 exp[�(T*/T)
z
], (6)

where σ0 is the conductivity pre-exponential factor, T* is a fitting
parameter with units of degrees Kelvin, and z is a parameter associ-
ated with different hopping transport mechanisms. Specifically, as
shown in Fig. 6, when z = 1, carrier transport across CQDs takes
place through NNH, while z = 0.5 corresponds to ES-VRH.
Moreover, for Mott variable-range hopping (M-VRH),25 z is equal
to 0.25 in a three-dimensional transport model and is equal to 0.3
for a two-dimensional transport model.

M-VRH is the dominant carrier transport for CQD systems at
low temperatures within strongly disordered systems that have local-
ized states. Carriers in an initial state of energy Ei are thermally acti-
vated and hop to a nearby energy state with a final state energy Ef.
The hopping probability is given by Eq. (1) as a function of the state
energy difference ΔE = Ei− Ef and hopping distance d, i.e., a larger
energy difference between the two states combined with a shorter
hopping distance facilitate the M-VRH hopping process as shown by
carrier hopping paths I and II in Fig. 6. Instead, NNH is most likely
to occur at high temperatures such as the hopping path I in Fig. 6
from a 1Se state in CQD 1 to another 1Se state or a trap state in
CQD 2; or a hop between trap states from CQD 3 to CQD 2. As for
the ES-VRH, the quantum localization length is assumed to be
much smaller than the spatial distance between centers, and the
overlap between the wave functions is neglected.

If the energy difference ΔE is equal to the Coulomb gap
energy δ, the conductive mechanism changes from ES-VRH to
M-VRH. For weakly coupled QDs, the Coulomb gap energy can be
approximated by δ≈ 2Ec, where Ec is the charge ionization energy,
i.e., the energy required to add or remove a charge carrier from a
QD, which can be estimated for a spherical QD through the

FIG. 5. Various carrier transport mechanisms for QD thin film systems: (a) bulk crystal-like Bloch state carrier transport; (b) carrier tunneling transport from one dot to
another without phonon assistance; (c) carrier transport with over-the-barrier activation energy mechanism; and (d) hopping transport with phonon assistance. Reproduced
with permission from Chu et al., Annu. Rev. Phys. Chem. 115(43), 21409–21415 (2011). Copyright 2011 Annual Reviews.
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electrostatic formula

Ec ¼ e2

4πεr
: (7)

Here, r is the radius of the QD, e is the elementary charge,
and ε is the permittivity of the material in which the QD system is
located. Romero and Drndic16 used the aforementioned model to
study carrier transport in PbSe CQDs with surface capped with
oleic acid. It was found that for CQD thin films annealed at a
lower temperature (373 K) in vacuum, Coulomb blockade is the
dominant effect in carrier transport. It leads to the well-known
insulating conductivity property of PbSe CQD thin films due to
the higher charge energy Ec of 36 meV than the thermal energy of
∼32.5 meV at 373 K. In contrast, under high annealing tempera-
tures (such as 473 K), the interdot distances were reduced, a fact
that led to conductive electrical property.16 As shown in Fig. 7,
fitting the conductivity to Eq. (6) reveals a z value of 0.95–1.05
and 0.48–0.55 for high and low temperatures, respectively, which
imply M-VRH carrier hopping at high temperatures and E-VRH
at low temperatures.

4. Effects of quantum dot size and polydispersity

In QD thin films, different types of charge carriers exhibit dif-
ferent transport behavior, which also depends on the QD size. Lee
et al.26 and Liu et al.18 found that both electron and hole mobilities
increase by 1–2 orders of magnitude with increasing PbSe QD size.
Specifically, further investigations show that electron mobilities
decrease for QDs with large diameter, exhibiting a mobility peak at
∼6 nm QD diameter. In contrast, hole mobility exhibits a mono-
tonically increasing behavior. Carrier mobility increases with QD
diameter can be attributed to the reduced activation energy in
larger QDs, while the decrease of electron mobility for larger QDs

may be due to weaker electronic coupling strength among larger
QDs as discussed by Lee et al..26 The electron and hole hopping
mobility dependencies on QD size of PbSe quantum dots are
shown and compared in Fig. 8.26 Particularly, the computed elec-
tron mobilities agree well with the experimental counterparts that
have an interdot distance corresponding to the length of the ethane
dithiol ligand. Furthermore, it can also be seen from Fig. 8 that
mobility is also inter-dot distance dependent. With a shorter inter-
dot distance, such as 0.5 nm, higher mobility is observed in the
CQD thin film when compared with CQDs with a 0.6 nm and
0.7 nm interdot distance. Furthermore, both electron and hole
mobilities decrease exponentially with increases in ligand length as
predicted by Eq. (1), consistent with the hopping/tunneling trans-
port mechanism: short interdot distance results in higher coupling
strength and narrower barrier width.

QD size polydispersity deteriorates the interdot coupling
strength, thereby affecting charge carrier transport. Due to the
quantum confinement effect, within a CQD ensemble, CQDs of
different sizes correspond to different bandgap energies; therefore,
size polydispersity results in a bandgap energy range. Meanwhile,
big QDs with high bandgap energy can act as carrier trapping
states. For QDs with a given/fixed density of surface trap states, Liu
et al.18 discovered that the carrier mobility is independent of QD
size polydispersity. Zhitomirsky et al.27 also reported that the QD
polydispersity had a negligible impact on photovoltaic device per-
formance with a fixed concentration of surface traps. However,
upon significant reduction of surface trap densities, further studies
showed that an improved photovoltaic device performance was
achieved with the successful decrease of QD size polydispersity.27

To summarize, as discussed above, properties of CQD and
CQD-based solar cells are multiple-parameter dependent and their
electrical behaviors differ significantly from those of their counter-
part Si materials and Si-based solar cells. Table II compares various
relevant parameters including intrinsic carrier concentration, solar

FIG. 6. Schematic of charge carrier transport across a colloidal quantum dot array. Energy states, including trap states and Fermi levels, are represented by solid and
dashed lines, respectively. Nearest-neighbor hopping (I) and variable range hopping (I + II) occur through carrier transport in quantized states (solid lines, 1Se and 1Sh for
electrons and holes, respectively) and surface trap states (solid lines). Variation in quantum dot sizes creates energy and spatial disorder that weakens interdot coupling
and perturbs carrier transport. Reproduced with permission from Tang et al., Adv. Mater. 23, 12–29 (2011). Copyright 2011 Wiley-VCH.
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cell thickness, diffusion length, diffusivity, mobility, bandgap energy,
and carrier lifetime between CQD and Si solar cells. These two types
of semiconductor materials have dramatically different properties
due to their fundamentally different material structure and carrier
transport parameters. In terms of solar cell efficiency, Si solar cells
currently are superior to CQD solar cells, while the latter are
low-cost due to their solution-processing fabrication method and
can be spray-coated on variable low-cost substrates where Si cannot.

C. Colloidal quantum dot solar cells

1. Classification and fundamentals of colloidal
quantum dot solar cells

a. Classification. Colloidal quantum dot solar cells (CQDSCs)
have attracted considerable attention due to their much higher the-
oretical solar energy to an electricity conversion efficiency of ∼44%
than the Shockley–Queisser limit for Si solar cells (33%),34–37

FIG. 7. Current-voltage characteristics at several temperatures for PbSe CQD thin films vacuum-annealed at 473 K (a) and 523 K (b). The low-right insets in both figures
show Arrhenius plots of conductivity G the same as σ in Eq. (6), and the upper-left insets depict TEM images of PbSe CQD arrays after vacuum annealing. Reproduced
with permission from Romero et al., Phys. Rev. Lett. 95(15), 156801 (2005). Copyright 2005 American Physical Society.

FIG. 8. Experimental and modeled electron (a) and hole (b) mobility of PbSe QDs, at a different interdot distance, i.e., 0.5, 0.6, and 0.7 nm in the figure legend, and as a
function of QD diameter. Reproduced with permission from Lee et al., J Phys. Chem. Lett. 6, 714–719 (2012). Copyright 2012 American Chemical Society.
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tunable QD bandgap energy through effective dot size control, and
solution-mediated fabrication that is suitable for low-cost, flexible,
lightweight, large-area solar cells.

Two types of QD solar cells are most popular and under
intensive study: QD-sensitized and QD heterojunction solar cells.
Although CQDSCs have been fabricated with various architec-
tures, typical types have four main components: a transparent

conduction electrode [ITO and fluorine doped tin oxide (FTO)],
a metal oxide semiconductor thin film with thickness from tens
of nanometers to several hundred nanometers, light-absorbing
CQD thin films of several hundred nanometers or thinner
(depending on the carrier diffusion length), and a metal electrode
such as Au. The first generation of CQDSCs was Schottky solar
cells as shown in Figs. 9(a) and 9(b).38

TABLE II. Carrier transport parameters for CQDSC and Si-based solar cells (Si-SC).

Parameters CQDSC Si-SC Reference

Intrinsic carrier concentration, n(0) 1 × 1016 cm−3 1.5 × 1010 cm−3 28, 29
Solar cell thickness 0.41 μm 100–500 μm 9
Diffusion length 350 nm 100–300 μm 9, 30
Diffusivity 1 × 10−4–0.02 cm2/s ≤36 cm2/s (electron), ≤12 cm2/s (hole) 10, 31
Mobility 1 × 10−3–10 cm2/V s ≤1400 cm2/V s (electron), ≤450 cm2/V s (hole) 28, 32
Bandgap energy 0.5–3.6 eV 1.11 eV 32
Carrier lifetime 0.1–5 μs (typical) ∼1 ms 10
Highest efficiency 16.6% 27.6% 33

FIG. 9. Configuration of different types of CQDSCs: Schottky [(a) and (b)], heterojunction [(c) and (d)], and CQD sensitized solar cells [(e) and (f )]. The top row [(a), (c),
and (e)] illustrates the device structure and the bottom row [(b), (d), and (f )] depicts the energy band structures with carrier transport mechanisms displayed. Only the
lowest energy states are shown (i.e., 1S and 1P) for simplification. Reproduced with permission from Pattantyus-Abraham et al., ACS Nano 4(6), 3374–3380 (2010).
Copyright 2010 American Chemical Society.
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The Schottky diode formed at the electrode/CQD thin film
interface leads to a depletion region with an intrinsic electric field
that can drive electron and hole transport to the Al (anode) and ITO
(cathode) electrodes, respectively. CQD thin films are the light
absorption layer that generates excitons with photoexcitation. The
photoexcited excitons diffuse along their density gradient from the
ITO layer where the excitation light impinges. The interdot coupling
electric field strength can separate these excitonic electron–hole pairs
into free charge carriers. Furthermore, excitons can also dissociate at
the CQD/Al interfaces; however, this limits device efficiency as hole
charge carriers need to travel all the way back to the ITO electrode.
Figure 9(b) shows that the dissociated electrons need to diffuse in the
quasi-neutral region and drift in the depletion region to reach the Al
electrode to be subsequently extracted outside. The open-circuit
voltage Voc is a function of the energy difference between the
quasi-Fermi levels of electrons and holes in the form

Voc ¼
EF,n � EF,p

q
, (8)

where EF,n and EF,p are the quasi-Fermi levels for electrons and holes,
respectively. For metal electrodes, the quasi-Fermi level is determined
by the work function of the corresponding metal, as can also be seen
in Fig. 9. Schottky-diode-based CQDSCs suffer from low fill factors

(FFs) and Voc for a given Jsc. Besides, as shown in Fig. 9(b), hole
charge carriers can be injected into the electron extraction electrode
because of the poor energy barrier formed by the Schottky diode,
which results in enhanced carrier recombination and decreased
CQDSC efficiency. In comparison, QD-sensitized solar cells consist
of a QD-sensitized photoelectrode [TiO2, Figs. 9(e) and 9(f )]
and a counter electrode, and they are separated by a liquid elec-
trolyte. These QDs act as light absorbers; however, due to the
thinness of these QD layers, QD-sensitized solar cells suffer from
low-light-absorption-induced poor Jsc, albeit with appreciable FF
and Voc. Heterojunction CQDSCs [Figs. 9(c) and 9(d)] follow a
similar carrier extraction mechanism as Schottky-diode-based
CQDSCs except for additional exciton dissociation sources from the
heterojunction interfaces. Metal oxide materials such as TiO2 and
ZnO in nanostructures are often used as the nominal n-type com-
ponent of the heterojunction p–n structure. The depleted hetero-
junction structure can simultaneously maximize FF, Voc, and Jsc;
therefore, CQDSCs with high efficiencies have such a heterojunction
structure albeit with different QD materials or electrodes.

Typically, there are two types of heterojunction CQDSCs: the
planar depleted heterojunction and bulk heterojunction.39,40,41

Figure 10 shows the device structures and working principles of
these two kinds of heterojunction CQDSCs. Planar heterojunction
solar cells have the typical structures discussed above and are

FIG. 10. Schematic (a) and energy band diagram (b) of the planar depleted CQD heterojunction solar cell at short circuit. The energy diagram is plotted along the A–A0
cross section. Correspondingly, the schematic (c) and energy diagram (d) (a cross section along B–B0) for bulk heterojunction. The vertical ZnO nanowires were grown
using solution-processed hydrothermal methods to produce an ordered nanowire array within the PbS CQD thin film. Reproduced with permission from Jean et al., Adv.
Mater. 25, 2790–2796 (2013). Copyright 2013 Wiley-VCH.
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shown in Figs. 9(e) and 9(f ). Figures 10(a) and 10(b) showcase the
planar CQDSC heterojunction consisting of ZnO and PbS CQDs.
The depletion region is formed and centered at the ZnO/CQD thin
film interface and extends into the CQD thin films. To harvest
more charge carriers for high Jsc, high-efficiency CQDSCs need to
absorb more light, a process that depends directly on the light-
absorbing thickness of the CQD thin film. However, the thickness
of CQD thin films is limited by the exciton or free charge carrier
diffusion length (generally speaking, several hundred nanometers)
as carriers need to travel across the entire thin film to be extracted
by the respective electrodes. Therefore, the light-absorbing CQD
layer thickness is limited by the carrier diffusion length which, in
turn, restricts the enhancement of short-circuit current density Jsc.

Bulk junction CQDSCs have emerged as attempts to increase Jsc
through architectural design. In general, bulk heterojunction CQDSCs
are established using pillars41 or nanowire arrays39,42–46 with interpen-
etrated CQDs. These pillars and nanowires are generally nanostruc-
tured metal oxides including ZnO and TiO2. One of the advantages
of the bulk heterojunction is the ability to extend the depleted regions
to several micrometers, which leads to enhanced charge separation
and collection efficiency. Using bulk heterojunction CQDSCs,
obvious improvement of Jsc as high as 30mA/cm242,43,47 have been
reported. However, the overall CQDSC efficiency is not profoundly
improved due to the loss of Voc from enhanced carrier recombination
due to additionally increased CQD/metal oxide interfacial trap states.
Nevertheless, bulk heterojunction CQDSCs hold great promise for
performance optimization with respect to increased Jsc when CQD
and interface quality are significantly improved in the future.
Approaches to suppressing interfacial carrier recombination are dis-
cussed in Sec. I A 2.

b. CQDSC fundamentals. A quantitative description of CQDSC
working principles, for example, J–V characteristics, should be dif-
ferent from that of conventional Si solar cells due to: (a) spatial and
energy-disorder-induced non-continuous energy bands (as dis-
cussed in Sec. I A 2), which lead to discrete hopping/tunneling
based carrier transport and (b) much lower carrier mobility (10−5–
10−1 cm2/V s for CQD thin films, compared to 102–103 cm2/V s for
conventional Si wafers). The latter issue renders the S–Q equation
invalid when used for such low-mobility systems.48,49 For solar cell
J–V characteristics, the dark current reflects the natural properties
of the solar cell diode. Ideally, the current density under illumina-
tion is the result of dark current shifted by the photogenerated
current, which leads to the classical J–V characteristics with a
power conversion efficiency (PCE) expressed as

PCE ¼ VmaxJmax

Pinc
¼ VocJscFF

Pinc
, (9)

where Vmax and Jmax are the voltage and current density, respec-
tively, at maximum solar cell power and Pinc is the total intensity of
the incident light. A review of other fundamental photovoltaic
equations can be found elsewhere;25 however, these formulas hold
for conventional solar cells by virtue of the continuous carrier
transport behavior in those devices but not widely used in
QD-based solar cells due to the reasons discussed above. Therefore,

they are beyond the scope of this review article and are not dis-
cussed further here.

2. New concepts for improving CQD solar cell
efficiency

a. Harvesting hot carriers and MEG. For a review of experi-
mental approaches, efforts made until now for CQDSC efficiency
optimization are focused on the increase of either photovoltage
(Voc) or photocurrent density (Jsc). Efforts are mostly through the
use of materials science to improve CQD quality or through physical
energy band engineering to reduce interface-associated energy dissi-
pation. To enhance Voc, effective harvesting of the excess kinetic
energy of hot carriers before they decay (relax) to the energy band
edge is also a promising approach that has attracted considerable
attention. Figure 11 shows the schematic of a hot carrier solar cell
working principle. Specifically, photoexcited electrons and holes gen-
erally possess excess kinetic energy.35 They quickly thermalize by
relaxing through the transfer of energy to phonons with the genera-
tion of heat. After thermalization to the respective band edge, the
maximum solar cell Voc = Eg/q becomes bandgap limited without
considering trap states. Hot carrier solar cells harvest hot carriers
before their cooling down to the band edges and extract these carri-
ers over a narrow range of energy, δE in Fig. 11. In this manner, Voc

is no longer bandgap limited and can be significantly enhanced as
shown in Fig. 11.

The kinetic energy of hot carriers is defined here as the differ-
ence between the excitation photon energy and the solar cell
bandgap energy. Hot carriers are defined according to their effec-
tive temperature when taking into account their kinetic energy.
Generally, effective temperatures for hot electrons and holes are

FIG. 11. Schematic of a hot carrier solar cell energy band structure. Through
harvesting of hot carriers before they thermalize to the band edges, the open-
circuit voltage is significantly augmented.50 Reproduced with permission from Le
Bris et al., Appl. Phys. Lett. 97, 113506 (2010). Copyright 2010 AIP Publishing
LLC.
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around 3000 K, which is much higher than the normal lattice tem-
perature of 300 K.

As a consequence, hot carrier solar cells can reach a theoretical
efficiency enhancement as high as 68%. The harvest of hot elec-
trons depends on three rates: extraction rate (i.e., the rate of hot
carriers to be extracted at the electrodes), MEG rate (i.e., the
kinetic-energy-induced additional exciton generation with a pre-
vailing mechanism of impact ionization), and the rate of hot carrier
cool down to the semiconductor band edge. For the effective
harvest of hot carriers, the above rates must satisfy the following
stringent conditions: (1) the hot carrier cooling rate (i.e., photocar-
rier thermalization rates) in the photon absorbing layers, i.e., the
CQD layers for CQDSCs, should be slow and (2) the extraction
rate at the electrodes should be high and the extraction should be
over a narrow range of energies to avoid energy loss to cold con-
tacts. Furthermore, as a consequence of the competitive nature of
these rates, hot carrier transport or collection and MEG cannot
occur simultaneously. Furthermore, the excess kinetic energy of hot
carriers can also be used for MEGs with the creation of additional
electron–hole pairs, so that Jsc increases. As MEG has already been
discussed in detail in Ref. 36, it will not be repeated here. Both of
these two approaches MEG and hot carrier solar cells show excel-
lent promise for improving the CQDSC efficiency dramatically.

Recently, hot carrier extraction and MEG have been studied in
CQDs to improve photovoltaic CQDSC efficiency. However, no
direct applications of MEG toward enhancing CQDSC efficiencies
have been reported to-date. The Guyot-Sionnest group studied hot
carriers in CQDs51,52 to slow the hot electron energy loss to the
lattice vibration for more efficient photovoltaic or infrared devices.
As discussed in Refs. 35 and 36, hot carrier relaxation should be
slow in QDs due to their well-separated discrete electronic states.
Pandey and Guyot-Sionnest51 measured a slow intraband relaxation
of more than one nanosecond in colloidal core/shell quantum dots.
This decay time depends on the QD structure and varies from less
than 6 ps to longer than 1 ns with different shell composition and
thickness. Pandey and Guyot-Sionnest52 further studied hot elec-
trons through the generation of hot carriers in core/shell CdSe/
ZnSe CQDs using mid-infrared intraband excitation. Time-resolved
visible-range spectroscopy was used for probing hot electrons. It
was found that hot electrons were excited to the first excited con-
duction state 1 Pe (denoting the p orbital based electron states) of
the CQD core, and were subsequently efficiently extracted through
the ZnSe shell. The electron extraction times were measured to be
shell thickness-dependent ranging from 4 to 100 ps. Tisdale et al.53

demonstrated the possibility of hot electron transfer from semicon-
ductor CQDs to a technologically relevant electron acceptor (such as
titanium dioxide) if the hot carriers have long lifetimes and the inter-
face is properly controlled. This finding gives rise to insight on how
to use hot carriers in highly-efficient CQDSCs. Sukhovatkin et al.54

indirectly explored the MEG effects on both CQD solution and
solid-state energetics through designing and fabricating a
CQD-based photoconductive detector. By MEG effects, the internal
gain of the photoconductive detector was found to dramatically
enhance for photon energies greater than 2.7 times the quantum-
confined bandgap. MEG effects have also been found in other colloi-
dal nanoparticles including PbTe,55 Si nanoparticles,56 PbS CQDs,57

PbSe,58 CdSe,59,60 InAs,61 InP,62 and CdTe.63

b. Improving interface quality. Today’s state-of-the-art CQDSC
efficiency is still not close to the S–Q limit; therefore the benefits of
hot carriers or MEG have not been proven. The sharp increase of
CQDSC efficiency in the last 8 to 9 years since the first certified
CQDSC in 2010 can be ascribed to materials quality improvement.
In other words, current state-of-the-art high-efficiency CQDSCs
benefit from the improved CQD quality, the effective surface passiv-
ation process through the discovery and applications of various
short-chain organic and inorganic ligands, from successful reduction
of trap states in CQD/electrode (or metal oxide) interfaces, and
better understanding of carrier transport dynamics in CQDSCs.

There are three types of interfaces in a CQDSC, i.e., CQD
surface and/or CQD-CQD interface, CQD thin film/metal elec-
trode, and CQD thin film/metal oxide interface. CQD surface pas-
sivation using organic dithiol ligand exchange64 and inorganic
atomic halide ligand65 exchange are effective approaches for the
removal of surface traps; therefore, they simultaneously remove
midgap electronic states, thereby leading to increased Voc.

66 To sup-
press CQD thin film/metal electrode interface induced radiative
and nonradiative recombinations, the strategy of energy band align-
ment can be used. Bawendi et al.67 introduced an EDT-passivated
PbS CQD layer between the TBAI-passivated PbS CQD layer and
the metal electrode, to adjust the energy band alignment by avoiding
abrupt energy band bending at the CQD thin film/metal electrode
interface. This approach successfully yielded certified efficiencies as
high as 8.55% in 2014. Surface passivation of metal oxide nanostruc-
tures has also been demonstrated as an effective method to reduce
CQD thin film/metal oxide interface-associated carrier recombina-
tions. Kim et al.68 reported high certified efficiency of 10.7% for
ZnO/PbS CQD heterojunction solar cell through depositing robust
self-assembled monolayers on nanostructured ZnO surface for
improved interface energy alignment.

The best reported CQDSCs [Fig. 12(a)] with a planar hetero-
junction structure and certified efficiency of 11.28% is an example
of CQDSC efficiency improvement through removing interface
defects and/or CQD material quality. Figure 12(b) shows the tail
states of CQD thin films in CQDSCs. These tail states can be intro-
duced by CQD synthetic polydispersity and inhomogeneous aggre-
gation during the ligand-exchange process. As shown in Fig. 12(b),
the photoexcited excitons thermalize quickly upon generation and
decay to the band edge. The existence of tail states causes carriers
to flow into those band tail states to form an effective energy
bandgap E0

g , which leads to reduced Voc. Furthermore, when the
tail states are deeper than the ZnO conduction band energy, carrier
injection into the ZnO is hindered, which causes a decreased Jsc.
However, band tail states can be removed or reduced through a
solution-phase ligand-exchange process, which results in high
CQD thin film quality with flat energy configuration and advanta-
geous highly packing density. With the removal or reduction of tail
states, both Voc and carrier injection can be improved.

Therefore, as can be concluded from the above discussion
involving CQD materials and solar cells, the efficiency improve-
ment of current state-of-the-art CQDSC is driven by the improve-
ment of CQD quality, chemical processing, and ligand passivation.
The theoretical efficiency of ∼44% for CQD solar cells, which is
much higher than that of Si-based solar cells, is attributed mainly
to the wider light absorption spectral range and the multiple
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exciton generation effects when compared with its Si counterpart.
However, the current highest experimental power conversion effi-
ciency reported for CQD solar cells is no more than 17%,1 which is
due to limitations generated by defects in the CQDs themselves
and in the surface passivation materials (dot-linking ligands).
These defects create different carrier recombination channels and
lead to a much smaller efficiency than the theoretical prediction.
As a result, improving CQD material quality has been driving
intensive research efforts.

II. CARRIER TRANSPORT CHARACTERIZATION
TECHNIQUES FOR CQD MATERIALS AND SOLAR
CELLS

A. Short-circuit current/open-circuit voltage decay
(SCCD/OCVD)

SCCD and OCVD are two valuable techniques for measuring
carrier lifetimes in CQD solar cells.69 These techniques probe pn
junction voltage and short-circuit current decay following the pho-
toexcitation of electron–hole pairs to measure carrier recombina-
tion lifetimes.70,71 Unlike most techniques that can characterize
only one carrier transport parameter, the combination of SCCD
and OCVD can measure both the carrier lifetime, τr and the back-
surface recombination velocity, sr, of a solar cell. The theoretical
model is derived from the analysis of minority carrier diffusion
within a pn junction, and the solar cell back-surface is treated

through boundary conditions. The differential equation for minor-
ity carrier concentration in the solar cell base can be expressed by

@Δn(x, t)
@t

¼ D
@2Δn(x, t)

@x2
� Δn(x, t)

τr
þ G(x, t), (10)

where Δn(x, t) is the excess minority carrier density, D is the
carrier diffusivity, and G(x, t) is the generation rate which equals
zero after the photoexcitation is turned off. The solution to Eq. (10)
is subject to the following boundary equations:71

1
Δn(x, t)

@Δn(x, t)
@x

¼ � sr
Dn

for x ¼ d, (11)

with

Δn(0, t) ¼ 0 (12)

for the short-circuit current method, and

@Δn(x, t)
@x

¼ 0 for x ¼ 0 (13)

for the open-circuit voltage method. d stands for the device thick-
ness. When considering the above boundary conditions, the solu-
tion to Eq. (10) exhibits an exponential short-circuit current and
open-circuit voltage decay profile with time. The decay behavior

FIG. 12. (a) Schematic of the sandwich structure of CQDSCs certified with the PCE as high as 11.28%, the highest reported efficiency to date. (b) Illumination of tail state
effects on solar device Voc and injection efficiency of carriers. Thermalized carriers flow to the tail states formed at the ZnO/CQD thin film interface; they result in a Voc
deficit and an effective bandgap E0

g . When the tail states are deeper than the ZnO conduction band, carrier injection into the ZnO is not hindered. Effective reduction or
removal of these tail states contributes to the increase of Voc and Jsc as more carriers are injected into the electrode. EDT: 1,2-ethanedithiol. AA: ammonium acetate.
PbX2: lead halide. Reproduced with permission from Liu et al., Nat. Mater. 16, 258–263 (2017). Copyright 2017 Nature Publishing Group.
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has a time constant that is determined by the time-dependent
excess carrier density.

For the open-circuit voltage decay method, generally, research-
ers calculate the minority carrier lifetime through69,72

τr ¼ � FkT/q
dV(t)/dt

, (14)

with k being the Boltzmann constant, T the absolute temperature, q
the elementary charge, and F a constant ranging between 1 at low
carrier injection levels, and 2 at high carrier injection levels.
Therefore, using the open-circuit voltage decay curve, the carrier
lifetime can be resolved. Figure 13 shows a typical curve of Voc

decay and the best fit to Eq. (14) for the extraction of the minority
carrier lifetime. Minority carrier lifetimes extracted using this
method for PbS CQD solar cells in a Schottky architecture range
from 1ms at low intensities to 10 μs at high intensities. In compari-
son, typical carrier lifetimes from several hundred nanoseconds to
several milliseconds for Si-based photodiode are very common.

The disadvantages of the SCCD and OCVD techniques can be
summarized as follows: first, these techniques need to make contact
with solar cell devices. Measurements through contact with
samples are time-consuming and can induce damage to the device.
Second, SCCD and OCVD are based on the theoretical model as
presented in Eqs. (10) and (14); therefore, it is evident that only
effective carrier lifetimes can be measured and these techniques
cannot distinguish bulk and surface lifetimes. Although the back-

surface recombination velocity is introduced through boundary
conditions, the front surface recombination velocity is not mea-
sured. Third, these techniques cannot detect depth-resolved
carrier transport parameters as the signals of SCCD and OCVD
are from the overall short-circuit current and open-circuit voltage
of the device, which is contributed by carriers at different depths.
Fourth, these techniques can only be used for complete solar cells
and they do not apply to semiconductor wafers or incomplete
photovoltaic devices, which have no short-circuit currents and
open-circuit voltages.

B. Photoconductance decay (PCD)

PCD has been the best-developed technique for semiconduc-
tor lifetime characterization since 1955 when it was proposed for
the first time. With a principle directly based on the definition of
carrier lifetime, this technique can measure carrier lifetime with
high accuracy and reliability. In PCD, electron–hole pairs are gen-
erated through pulsed photoexcitation and their time-dependent
concentration decay is monitored with respect to time following
the cessation of the photoexcitation. The sample is in contact with
an electrical circuit for PCD measurements, but the method can
also be contactless if microwaves are used in reflection or transmis-
sion mode, and this variant has been named microwave photocon-
ductivity (μ-PCD).73,74 For μ-PCD, photoconductivity is monitored
through microwave reflection or transmission changes due to
absorption by free carriers.

The theory of PCD starts with the expression for conductivity σ,

σ ¼ q(μnnþ μpp), (15)

where q is the elementary charge and n and p are the electron and
hole concentrations, respectively. The terms μn,p represent the elec-
tron (n) or hole (p) mobility, respectively. Furthermore, n = n0+ Δn
and p = p0+ Δμp (n0 and p0 are electron and hole concentrations at
equilibrium, respectively). Assuming identical electron and hole
mobilities, at low injection levels, the excess carrier concentration is
much lower than the carrier concentration at equilibrium. For low
trapping conditions, i.e., Δn = Δp, a measurement of conductivity
change corresponds to the measurement of excess carrier changes,
which are given by

Δn ¼ Δσ

q(μn þ μp)
: (16)

Therefore, assuming constant mobilities, the measurement of Δn can
be carried through measuring Δσ. For the calculation of carrier life-
times, the dependence of carrier concentration decay on time is deter-
mined by the carrier lifetime τ through75

Δn(t) ¼ Δn(0)exp � t
τ

� �
: (17)

PCD measures an effective minority carrier lifetime, τeff and
cannot distinguish bulk lifetime, τB, and surface lifetime, τs; in
other words, τ in Eq. (17) is an effective carrier lifetime τeff that

FIG. 13. Typical open-circuit voltage decay curve for CQD solar cells: the linear
best fit (dashed red line) is used for the determination of recombination-
determined carrier lifetime. Reproduced with permission from Johnston et al.,
Appl. Phys. Lett. 92(12), 122111 (2008). Copyright 2008 AIP Publishing LLC.
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can be expressed as

1
τeff

¼ 1
τB

þ 1
τs
: (18)

This implies that if either bulk or surface lifetime is of interest,
the other carrier lifetime must already be known.

Crisp et al.76 applied contactless, time-resolved microwave con-
ductance measurements to study charge transport in films of InP
and InZnP CQDs that are linked with various short ligands such as
(NH4)2S, Na2S, EDT (palmitate, ethanedithiol), and PA (palmitate).
It was found that transport in InP QDs is dominated by trapping
effects, and with the help of PCD, charge carrier mobilities and life-
times have been improved through ligand-exchange treatments for
device-grade quality CQD thin film materials. An example of mea-
suring the carrier mobility of InP CQDs using PCD is shown in
Fig. 14. The CQDs were treated with (NH4)2S. Through fitting the
PCD signal to a theoretical model, the carrier mobilities were
obtained for CQDs for different photon fluences. Additionally, a
half-life of ∼30 ns for (NH4)2S-capped CQDs was also determined
with this method.

PCD has several significant disadvantages. (1) The instrumen-
tation system of PCD is relatively complex. For the contactless
mode μ-PCD, two systems, including the photoexcitation and the
microwave conductance testing component, must be implemented.
In comparison, other techniques, such as photothermal beam

deflection (PBD), transient PL, photocarrier radiometry (PCR), and
heterodyne lock-in carrierography (HeLIC), only require a photo-
excitation system while retaining the all-optical, contactless, and
non-destructive character. (2) As discussed above, the PCD equa-
tions (17) and (18) describe effective carrier lifetimes originating
from the combined effects of bulk and surface lifetimes (the latter
in the form of surface recombination velocities) and carrier diffusiv-
ity. Specifically, μ-PCD cannot distinguish these parameters, although
PCD has this capability through electrical contact with the sample,
thereby compromising the all-optical, contactless, and non-
destructive character. (3) PCD signals are depth-integrated along
with the sample thickness; this implies that PCD is unable to depth
resolve sample properties. The net effect of this feature is that, no
matter how deep trap states lie, if they are within the carrier diffusion
length, they can contribute to the detected PCD signal. In summary,
for imaging applications, although μ-PCD can reveal image contrast,
which originates from sample quality variations in different regions,
it cannot determine whether these defects are on the surface, subsur-
face, p-n junctions, bulk, or even on the back surface. This is an
important drawback and limitation in applications for the characteri-
zation of p–n junction based devices.

C. Time-resolved PL (TRPL, transient PL)

Photoluminescence (PL) techniques detect only radiative-
recombination-induced photoemission. For example, depending
on the specific semiconductor energy bandgap, the central photo-
emission wavelength is 1.2 μm for semiconductor Si. Therefore,
InGaAs is the most commonly used material for PL detectors. PL
based techniques can be further divided into steady-state and
time-resolved PL (TRPL). The former can characterize semicon-
ductor material optical and electrical properties including energy
bandgap and trap states. Specifically, as reported in our previous
publications,10,77 and shown in Fig. 15(a), PL spectra of two
PbS-MAPbI3-passivated PbS CQD thin films exhibit the dot size-
dependent quantum dot bandgap energy, which is 1.1 eV and
1.0 eV for sample A (small dots) and B (big dots). Additionally, in
Fig. 15(a), sample A has a smaller FWHM (full width at half-
maximum) than sample B, reflecting a narrower quantum dot size
distribution, as the broadening of PL peaks arises from the
quantum dot size polydispersity with specific spectral components
originating from dots of specific sizes. Furthermore, 200-nm thick
CQD thin films capped with different ligands have also been char-
acterized by steady-state PL. As shown in Fig. 15(b), three CQD
thin film samples capped with MAPbI3 (PbS-MAPbI3 in the figure
legend), EDT (PbS-EDT) and TBAI(PbS-TBAI) have the same
band-to-band energy gap of 1.21 eV. To compare, PbS-MAPbI3-B
also passivated with MAPbI3 while having a bigger quantum dot
size, when compared with PbS-MAPbI3 shows a bandgap energy
red-shift to 1.09 eV, in agreement with Fig. 15(a). In addition, sec-
ondary PL emission peaks are also characterized both in Figs. 15(a)
and 15(b), such as those at 0.81 eV (PbS-MAPbI3) and 0.83 eV
(PbS-TBAI), as well as the PL shoulder at 0.99 eV (PbS-EDT).
These secondary PL emission peaks originate from recombinations
that occur through defect-induced donors/acceptors arising from
unpassivated surface states, structural defects, or other changes
induced during ligand-exchange processes.

FIG. 14. Time-resolved microwave conductance measurement of InP QD solids
treated with (NH4)2S. The y axis displays the mobility obtained by fitting the
detector signal to a theoretical model. The measurement shows a half-life of
∼30 ns for (NH4)2S-capped QDs. Fluence here refers to the absorbed photon
fluence. Reproduced with permission from Crisp et al., ACS Appl. Energy Mater.
1(11), 6569–6576 (2018). Copyright 2018 American Chemical Society.
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In comparison, TRPL is capable of measuring carrier lifetimes,
back and front recombination velocities, and diffusivity with proper
theoretical models.

Concerning the TRPL spectra at different decay time ranges, a
PL vs time curve may have different slopes that correspond to dif-
ferent carrier recombination mechanisms. Therefore, different TRPL
theoretical models can be applied within specific decay time ranges
for the extraction of carrier lifetime and other transport parame-
ters.78,79 As an example, a typical spectrum of TRPL is shown in
Fig. 16. Upon the generation of excitons in PbS CQDs, these exci-
tons diffuse through hopping or tunneling and dissociate into free
electrons and holes as described in the inset of Fig. 16. Figure 16
reveals that there are two different carrier decay mechanisms of
excitons and charge carriers in CQD thin films, i.e., the fast PL
emission decay component that corresponds to the exciton dissocia-
tion process and the slow exponential decay component originated
from free charge carrier trapping in CQD surface states.23 The
excess carrier decay in TRPL is also described by Eq. (17). The PL
intensity is depth-integrated concerning excess carrier density along
with the sample thickness, i.e.,

ΦPL ¼ K
ðd
0
Δn(x; t)dx; (19)

where ΦPL is the PL intensity, d is the sample thickness, and K is a
constant. Therefore, the minority carrier lifetime can be extracted
from fitting the exponential PL intensity decay profile to a single-
exponential equation80

ΦPL(t) � exp(�t=τPL): (20)

Sometimes a multi-exponential decay model is used for better
fitting and describing carrier decay mechanisms. The analytical
model, however, can be very complicated depending on the carrier
transport parameters that need to be extracted from a PL decay

FIG. 15. (a) PL spectra of PbS-MAPbI3-passivated PbS CQD thin film spin-coated on glass substrates. Sample A has a smaller quantum dot size when compared with
sample B. Reproduced with permission from Hu et al., J. Phys. Chem. C 120(26), 14416–14427 (2016). Copyright 2016 American Chemical Society. (b) PL spectra of four
PbS CQD thin films with surface passivated with MAPbI3, EDT, and TBA. The legend PbS-MAPbI3-B refers to MAPbI3-passivated CQDs with a bigger quantum dot size
than the other three samples:PbS-MAPbI3, PbS-EDT, and PbS-TBAI. PbS-MAPbI3, PbS-EDT, and PbS-TBAI have the same quantum dot size. Reproduced with permis-
sion from Hu et al., Sol. Energy Mater. Sol. Cells 164, 135–145 (2017). Copyright 2017 Elsevier B.V.

FIG. 16. A typical spectrum of time-resolved PL for PbS CQDs. The inset illus-
trates exciton transport through diffusion and dissociation. Reproduced with per-
mission from Kholmicheva et al., ACS Nano 9(3), 2926–2937 (2015). Copyright
2015 American Chemical Society.
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spectrum.79 According to the foregoing discussion, transient PL mea-
sures the effective minority carrier lifetime. For example, when self-
absorption is considered as a source of extra electron–hole-pair exci-
tation (the influence of self-absorption is more significant for direct
bandgap semiconductors such as PbS), the PL lifetime is defined as81

1
τPL

¼ 1
τnon�rad

þ 1
τS

þ 1
γτrad

, (21)

where the terms τnon�rad , τS, and γτrad are the nonradiative, surface,
and radiative lifetimes, respectively, and the term γ denotes the
photon recycling factor. However, the effect of self-absorption is not
substantial for indirect bandgap semiconductors.

In recent years, InGaAs camera-based PL imaging of semicon-
ductor materials and devices has emerged. Transient PL has many
advantages, for example, it directly measures carrier radiative
recombination without influence from thermal infrared photon
emission, which can simplify theoretical computations. Besides,
near-infrared InGaAs cameras or single-element detectors do not
need cooling, which eases requirements for the testing environment
and improves measurement accuracy. Currently, with increases in
InGaAs camera frame rates, fast carrier transport property charac-
terization has become possible. Nevertheless, transient PL has
several disadvantages which can be summarized as follows: (1) The
absence of a narrow bandpass noise filtering interface such as a
lock-in amplifier renders transient PL of materials and devices with
fast lifetimes inapplicable or inaccurate due to low signal-to-noise
ratio (SNR). Besides, experimental system calibration is required.80

(2) The PL signal is depth-integrated along with the sample thick-
ness, which makes it impractical to distinguish carrier transport
properties at different depths, thereby limiting applications to pho-
tovoltaic device characterization. (3) Although transient PL can
measure multiple carrier transport parameters, this technique is
still constrained by low state-of-the-art camera frame rates and the
requirement for long exposure time to attain measurable SNR.

D. Photocarrier radiometry (PCR)

Photocarrier radiometry (PCR) is a dynamic frequency-domain
PL method that collects radiative recombination events within semi-
conductor materials. This technique evolved from photothermal
radiometry (PTR) that collects signals from non-radiative recombi-
nation, i.e., PCR is complementary to PTR in the sense that it is
only sensitive to radiative recombinations and emissions.82,83,85 More
specifically, PCR is spectrally gated to filter out thermal infrared
photon emissions from semiconductors, thereby measuring optoelec-
tronic transport properties in materials and devices without superpo-
sition and interference of thermal processes such as hot carrier decay
and lattice absorption, which, however, will be collected as signal in
PTR systems. PCR uses modulated lasers to excite semiconductor
samples. The lock-in-amplifier-demodulated near-infrared radiation
signals can quantitatively measure carrier transport parameters. In
comparison with photothermal techniques, i.e., PTR and its imaging
evolution lock-in thermography (LIT), which detect both thermal
waves and carrier density waves, the theoretical interpretation of
PCR signal is much easier with fewer unknown parameters involved,
corresponding to relatively higher measurement accuracy. For this

reason, the use of PCR has grown in recent years in the optoelec-
tronic materials community. The close relationship between PTR
and PCR, and between their respectively corresponding imaging evo-
lutions LIT and HoLIC/HeLIC (homodyne lock-in carrierography
and heterodyne lock-in carrierography), can be used as complemen-
tary modalities toward a better understanding of PCR signals and
LIC images. Therefore, PTR and LIT will be presented briefly in the
beginning of this section by showing how they are used for studying
Si-based materials and devices.

1. Photothermal radiometry (PTR) and lock-in
thermography (LIT)

PTR and LIT are two major techniques that have been investi-
gated intensively and are under rapid improvement for semicon-
ductor diagnostic applications.84–87 Nowadays, these techniques are
among the most advanced and mature methods for full photother-
mal nondestructive characterization of semiconductor materials
and devices. LIT is the camera-based imaging extension of PTR,
which uses a single detector for signal collection.

However, the dynamic range of this kind of imaging has been
limited by the relatively low camera frame rates and exposure times
as PL imaging is performed in the steady-state88 or at low modulation
frequencies89 and thus it cannot operate at high modulation frequen-
cies required for fast carrier transport characterization. Figure 17(a)
shows a schematic of PL imaging for a quasi-steady-state model in
which four images were recorded at a low-frequency-modulated
square wave excitation. The effective minority carrier lifetime could
be measured by fitting each pixel of these images to a time-domain
theoretical model. Similarly, Fig. 17(b) presents the mechanism
used for PL imaging at low modulation frequencies.
Low-frequency-modulated PL imaging can also yield effective
minority carrier lifetime images from proper frequency domain
theoretical models.

In PTR, modulated photoexcitation with superbandgap energies
is applied to the semiconductor surface which generates electron–
hole pairs, followed by radiative and nonradiative recombination pro-
cesses. Energy from non-radiative recombination is emitted through
the form of heat (radiative heat transfer) in the mid-infrared range
between 5 μm and 12 μm, depending on the temperature rise and
energy levels of trap states in a semiconductor.88 One of the major
advantages of PTR and LIT is the high SNR due to lock-in amplifier
detection. Also, the presence of two independent amplitude and
phase channels enhances the measurement uniqueness and reliability.
Figure 18 shows a typical LIT experimental setup. By fitting a series
of experimental amplitude and/or phase signal responses in a wide
range of frequencies to suitable theoretical models, as shown in
Fig. 19, multiple carrier transport parameters can be obtained such as
recombination lifetime, diffusivity, and front and back-surface recom-
bination velocities (SRVs).

The emergence of mid-infrared charge-coupled devices
(CCDs) has enabled the realization of large-area LIT imaging.
Compared with static PL and EL imaging techniques, LIT has
higher SNR values that lead to high image quality. LIT is sensitive
to trap and defect states as these states can produce intensified heat
emission (large signals) through enhanced non-radiative recombina-
tions. The major advantage of dynamic imaging like LIT is the
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enhanced image contrast compared to static (dc) camera imaging.
The disadvantages of LIT can be summarized as follows: (1) Low
resolution. For thermal emission-based techniques, image resolution
is determined by the thermal diffusion length which, however, is
generally as long as several millimeters at low modulated excitation
frequencies in high-quality semiconductors with long recombination
lifetimes and high carrier diffusivities.91 Although the thermal diffu-
sion length can be reduced by increasing modulation frequency, the
SNR is simultaneously reduced, which decreases image quality and
contrast. (2) Low SNR due to the image-capturing CMOS mid-
infrared cameras. High background (dc) temperature raises the
camera baseline, which can lead to image deterioration and ultimate
saturation. Therefore, the thermal environment must be meticu-
lously controlled to reduce thermal noise from the surroundings to
achieve high image quality. (3) The complicated and intertwined
mechanisms of thermal sources. Although the purpose of LIT and
PTR is to study excess carrier dynamics, the collected signals are
thermal in nature and they result from three main mechanisms all
of which synchronously contribute to the modulated semiconductor
sample response: photon lattice absorption, hot carrier thermalization,
and carrier non-radiative recombination. To measure device-relevant
transport parameters, very complicated theoretical and computa-
tional procedures are needed that lead to reduced measurement reli-
ability and uniqueness, as well as increased testing time. (4) Similar
to μ-PCD, LIT can only detect effective carrier lifetime. This is due
to the low frame rate of mid-infrared cameras that limit LIT imaging
to relatively low frequencies (<1000Hz). As a result, the low modula-
tion frequencies used in PTR and LIT cannot detect fast carrier
transport behavior, which is characteristic of transport phenomena
in CQD materials and devices. Therefore, PCR-based techniques,
aiming to resolve fast carrier transport parameters, are invented as
detailed in Secs. II D 2 and II D 3.

2. Photocarrier radiometry instrumentation

As a non-destructive, frequency-domain, spectrally gated PL
technique, PCR uses a superbandgap frequency-modulated laser beam
to create a periodic carrier density wave (CDW) in semiconductor

FIG. 17. The mechanism for quasi-static PL imaging (a). Reproduced with permission from Ramspeck et al., J. Appl. Phys. 106(11), 114506 (2009). Copyright 2009 AIP
Publishing LLC. (b) The mechanism for low-frequency-modulated PL imaging. Reproduced with permission from Kiliani et al., Appl. Phys. Lett. 110(5), 054508 (2011).
Copyright 2011 AIP Publishing LLC.

FIG. 18. Schematic of the experimental setup for photothermal radiometry
(PTR).90 Reproduced with permission from Ikari et al., J. Appl. Phys. 85(10),
7392–7397 (1999). Copyright 1999 AIP Publishing LLC.
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materials and devices. The amplitude and phase of the periodic
signal are demodulated using a lock-in amplifier. PCR amplitudes
and phases span from low frequencies (ωτ � 1, in which ω is the
modulation angular frequency and τ is the effective carrier life-
time) to high frequencies (ωτ � 1) and can be used for fitting the-
oretical models to data to extract useful carrier transport
parameters. The PCR instrumentation consists of four key sub-
systems as shown in Fig. 20:

1. excitation laser generation system,
2. dynamic photoluminescence detection system,
3. lock-in amplifier signal demodulation system, and
4. a computer interface to perform the data analysis and parameter

extraction.

The excitation laser generation system consists of a function
generator, a laser, and other optics including various mirrors as
shown in Fig. 20. A typical function generator for PCR detection is
from Stanford research systems, Model DS340, synthesized func-
tion generator. A typical PCR system for CQD materials and device
characterization uses a near-infrared diode laser with DC power
∼30 mW. Laser power is modulated sinusoidally from 10 Hz up to
several MHz with an accuracy of ±25 ppm determined by the func-
tion generator.

The PCR photonic emissions from the photoexcited semicon-
ductor are collected by a single InGaAs detector (e.g., PDA400,
ThorLabs), in front of which a long-pass filter (∼1000 nm) is used
to filter out the excitation laser. The PDA400 detector has a switch-
able gain for detecting light signals from DC to 10MHz. The detec-
tor effective diameter is 1 mm with a spectral response from
800 nm to 1750 nm. For modulation frequencies from 10 Hz to
100 kHz, a typical gain is 30 dB. As shown in Fig. 20, the lock-in
amplifier reference signal is sourced from the function generator,

and its input signal is the output of the InGaAs detector. The
typical time constant τ for PCR measurement is 1 s.

3. General theory of photocarrier radiometry

PCR is an optical non-destructive dynamic spectrally gated
frequency-domain PL modality. It is also an evolution of

FIG. 19. Representative experimental frequency-dependent amplitude (a) and phase (b) for a p-Si wafer. Front and back indicate signals obtained with the laser illuminat-
ing the front and back surface of the wafer; outside and inside refer to the coordinates of a defect area. The continuous lines are best fits to PTR theory that generate mul-
tiple carrier transport parameters including carrier lifetime, diffusivity, and surface recombination velocities. Reproduced with permission from Mandelis et al., Phys. Rev. B
67(20), 205208 (2003). Copyright 2003 American Physical Society.

FIG. 20. Typical schematic of the experimental setup for photocarrier radiome-
try. Typical parameter settings from the function generator are output amplitude
10.96 Vpp, indicating the peak-to-peak voltage of the sine wave, and DC offset
0.90 V. A general purpose interface bus (GPIB) interface is used for communica-
tion between the function generator and the computer. Reproduced with permis-
sion from Hu et al., Sol. Energy Mater. Sol. Cells 174, 405–411 (2018).
Copyright 2018 Elsevier B.V.

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 129, 091101 (2021); doi: 10.1063/5.0029440 129, 091101-20

Published under license by AIP Publishing.

https://aip.scitation.org/journal/jap


photothermal radiometry (PTR). PCR was developed92 as a
purely carrier-wave laser-based detection methodology and elimi-
nates the thermal-wave contributions. Because PCR is only sensi-
tive to the recombination of photoexcited carrier density waves,
its signal processing complexity and interpretation are much
simpler than PTR, thereby increasing the uniqueness and reliabil-
ity of the obtained semiconductor material properties. As the
detailed theory has been presented elsewhere,85 here, only some
key conclusions will be discussed. Although the PCR theory was
developed for the case of Si wafers, most concepts and formulas
can be directly applied to other material systems such as GaAs92

and CQD thin films and solar cells.
PCR detects radiative photon emission from semiconducting

and photovoltaic materials and devices. Therefore, the discussion of
its theory should start with excess carrier recombination mecha-
nisms. As shown in Fig. 21, electrons are excited by photons with
superbandgap energy, then the excited electrons and holes quickly
thermalize and relax to the band edge of the conduction and
valence band, respectively, with the emission of phonons (or heat).
De-excitation of photoexcited carriers occurs through three recom-
bination mechanisms: radiative recombination, Auger recombina-
tion, and Shockley–Read–Hall (SRH) recombination. This is the
fundamental physics behind PCR measurements, which yield radia-
tive carrier kinetics and dynamics, and remains the same for both
Si and CQD-based materials and devices. In other words, regard-
less of the continuous- or localized-band structure of a semicon-
ductor (e.g., CQD or Si), the incident photon energy is always
converted through one or more radiative, Auger, and non-radiative
channels and also gives rise to external current generation in closed
circuits. Therefore, the physics illustrated in Figs. 21 and 22
remains valid across all (opto)electronic materials. In other words,
no matter which type of semiconductors (CQD or Si), the incident
photon energy is always converted through one or more radiative,
Auger, and non-radiative channels plus any external current gener-
ation in closed circuits. Therefore, the physics illustrated in Figs. 21
and 22 remains valid across all (opto)electronic materials. A
detailed review of these recombination mechanisms can be found
elsewhere93–95 and will be briefly described here.

Radiative recombination is a direct band edge electron–hole
recombination, emitting photons with the bandgap energy of the
semiconductor. As both electron and hole participate in the radia-
tive recombination process, the recombination rate is proportional
to the product of electron and hole concentrations. Auger recombi-
nation denotes direct non-radiative recombination of electrons and
holes via energy transfer to, and emission of, another free carrier. It
is a reverse process of MEG in QDs. Depending on whether the
energy is transferred to an electron or hole, the three-particle inter-
action can be denoted by eeh or ehh. Auger recombination usually
occurs under high carrier density conditions, the result of high
injection levels. The recombination rate of an Auger is proportional
to the product of the concentrations of the three particles involved.
Shockley–Read–Hall recombination is a two-step process with car-
riers trapped into defect states and then followed by radiative and
non-radiative recombination from these trapped states. The emitted
photon energy of SRH recombination is lower than the semiconduc-
tor bandgap energy, depending on the energy levels of the involved
defect states. SRH-associated defect states can be distinguished as

recombination centers and traps. The capture coefficients of elec-
trons and holes in recombination centers are similar. However,
the capture coefficient for trapping one carrier is higher, while the
rate for capturing another particle with the opposite sign for
recombination is slow. It should be noted that SRH recombination
not only can occur between defects and conduction/valence band
but also between defect states. The recombination rate of SRH is

FIG. 21. (a) Energy diagram of an n-type semiconductor with the illumination of
photoexcitation, and radiative and non-radiative recombinations. Defect related
states are also depicted as participating in radiative and non-radiative recombi-
nations. Reproduced with permission from Mandelis et al., Phys. Rev. B 67(20),
205208 (2003). Copyright 2003 American Physical Society.

FIG. 22. Schematic of one-dimensional semiconductor materials (such as Si
and CQDs) where radiative photon distribution emission follows laser excitation
and carrier-wave generation. (a) A representative semi-conductor slab with thick-
ness dz, centered at z. (b) Reflected photons from backing support material. (c)
Emissive IR photons from backing support materials at temperature Tb. ΔN(z,
ω) represents the depth- and frequency-dependent carrier diffusion wave, and L
is the thickness of the semiconductor sample. Other parameters can be found
in the text. R1,2,b(λ) stands for reflectivity at the front surface, the back surface,
and the backing material, respectively. It should be noted that the backing mate-
rial is used to support the sample but is not necessarily in contact with it.85

Reproduced with permission from Mandelis et al., Phys. Rev. B 67(20), 205208
(2003). Copyright 2003 American Physical Society.
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proportional to the product of free carrier concentration and trap
state density.

For QDs with high surface-to-volume ratios, the surface
(interface) trap related recombination is important and involves
defect states. Therefore, it is a type of SRH recombination.
However, the SRH theory is derived based on a single well-defined
trap level, whereas semiconductor interfaces or surfaces arise due
to the termination of crystal periodicity and induce a band of
electronic states in the bandgap. This inconsistency requires an
extended SRH recombination theory able to deal with the contin-
uum of surface states across the semiconductor bandgap.93

For CQD thin films and solar cells, the radiative recombina-
tion and radiative component of SRH recombination contribute
to PCR, depending on the specific PL spectra of a sample as
shown in Fig. 19.

The photoexcited carriers after ultrafast decay to the respective
band edge diffuse within their statistical lifetime. If the excitation
laser is intensity-modulated at a frequency f =ω/2π (ω is the
angular frequency), the photogenerated carrier density constitutes a
spatially damped CDW. The CDW oscillates diffusely away from its
generation source due to its concentration gradient and recombines
with a phase lag dependency on a delay time that equals the carrier
statistical lifetime τ, a structure- and process-sensitive property.85,93

The schematic of photon excitation, absorption, and emission pro-
cesses in semiconductor materials (such as Si and CQDs) is illus-
trated in Fig. 22. The one-dimensional geometry is suitable for thin
semiconductor materials or for the case of using spread laser
beams of large spot size. The emission photon power at wavelength
λ with a bandwidth dλ is given by85

dPj(z, t; λ) ¼ {WNR[TT (z, t); λ]þ ηRWeR(λ)}jdλ; j ¼ r, t, (22)

where WNR[TT (z, t); λ] is the non-radiative related power per unit
wavelength, WeR(λ) is the radiative recombination generated
photon power per wavelength, ηR is the quantum yield for radiative
emission, TT (z, t) is the total temperature including the back-
ground temperature and the temperature increase following photon
absorption and heat generation, and the subscript (r,t) denotes
back-propagating (reflected) and forward-propagating (transmitted)
power as shown in Fig. 20. The modulated superbandgap laser
photons impinge on the front surface of the semiconductor and are
absorbed within a short distance [α(λ)]−1 from the front surface,
where α(λ) is the photon wavelength-dependent absorption coeffi-
cient. The emission spectra are within a broad wavelength range
due to the various types of radiative recombination processes. The
final PCR expression was derived in one dimension by Mandelis
et al.85 as a depth integral of the excess carrier density,

P(ω) � F(λ1, λ2)
ðL
0
N(z, ω)dz: (23)

The term F(λ1, λ2) is an instrumentation coefficient which depends
on the spectral emission bandwidth (λ1, λ2), and the expression for
F(λ1, λ2) can be found in Ref. 85. The term ΔN is the excess free
charge carrier density which depends on the material properties
and carrier transport nature.

E. Homodyne (HoLIC) and high-frequency heterodyne
(HeLIC) lock-in carrierography

HoLIC and HeLIC are the imaging evolution of PCR with the
use of a CCD camera instead of a single-element detector.96

Another difference, when compared with PCR, is that two laser
excitation must be used when carrier relaxation rates are much
higher than the camera frame rate. HoLIC can only construct low-
frequency imaging while HeLIC can image semiconductor kinetic/
dynamic processes at high frequencies. HeLIC can perform large-
area, contactless, fast, all-optical, quantitative characterization of
semiconductor materials and devices such as the case of QD sub-
strates and devices. This section will discuss the HoLIC and HeLIC
instrumentation and signal processing techniques and will address
the nonlinear nature of HeLIC.

1. Instrumentation and signal processing techniques
used in HoLIC and HeLIC imaging

Instead of using an InGaAs single-element detector, HeLIC
uses high-speed a near-infrared InGaAs camera for signal collection
as shown in Fig. 23. In the original HeLIC application, a suitable
InGaAs camera (Goodrich SU320 KTSW-1.7RT/RS170) was used
with the following features: 320 × 256 pixel active elements, the
spectral bandwidth of 0.9–1.7 μm, 120 fps frame rate, and exposure
times tuned between 0.13 and 16.6 ms.77,97 In comparison with
PCR, two fiber-coupled diode lasers of 808 nm wavelength were
used for optical illumination. For generating homogeneous illumi-
nation both laser beams were spread and homogenized using diffus-
ers to generate a 10 × 10 cm2 square illumination area with small
intensity variations (<5%). An optical long-pass filter (Spectrogon
LP-1000 nm) was mounted in front of the InGaAs camera, resulting
in an effective InGaAs camera bandwidth of 1–1.7 μm.

Due to the limitations of camera frame rate, a synchronous
undersampling method was employed through the application of
a data acquisition module (NI USB-6259), which produced a
reference signal and an external trigger to the camera. Sixteen
images per period were scanned with a frame grabber (NI
PCI-1427) controlled through a homemade LabVIEW program.
To understand undersampling, the Nyquist–Shannon sampling
theorem is reviewed here:98

“An analog signal with a bandwidth of fa must be sampled at
a rate of fs > 2fa to avoid the loss of information,” where the term fs
is the sampling rate. When fs = 2fa is satisfied, fs is called the
Nyquist rate. The theorem is a bridge connecting continuous-time
(analog) signals and discrete-time (digital) signals. In HoLIC, if the
sampling method is used, for a harmonic signal with frequency f,
the sampling rate fs should be greater than 2f to precisely acquire
the signal information. Limited by the frame rate of 120 fps of the
foregoing InGaAs camera, the highest frequency in HoLIC can be
calculated to be 60 Hz. To ensure the imaging quality with suffi-
cient exposure time (i.e., the maximum exposure time of 16.7 ms),
HoLIC imaging at 10 Hz is generally performed. However, for most
QD and other applications to electronic materials with short carrier
lifetimes, the low-frequency ceiling (60 Hz) is not sufficiently high
for high-frequency imaging as required to generate measurable
phase lags. Therefore, an undersampling method must be used in
HoLIC for higher frequency imaging. The undersampling method
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is also known as harmonic sampling, bandpass sampling, interme-
diate frequency (IF) sampling, and intermediate frequency (IF) to
digital conversion. As shown in Fig. 24, considering a 1 Hz sine
wave, 16 images are obtained in one period, a process known as
oversampling. The process of taking 16 images per period (or 1 s,
as shown in Fig. 24) corresponds to a frame rate of 16 Hz. If

undersampling is applied, skipping one waveform cycle, the actual
frame rate used is only 1 Hz. Continuing in the same manner and
skipping more waveform cycles, high-frequency imaging is achiev-
able through the use of the highest frame rate. Given the known
reference frequency, data using undersampling can be collected in a
manner similar to oversampling as shown in Figs. 24(a) and 24(b).
A complete schematic of HoLIC using the undersampling method
is shown in Fig. 24(b), where one cycle is skipped between each
image acquisition. For example, four images are obtained at 0, π/2,
π, and 3π/2 phases. The main pulse train plays the role of triggering
the camera to start image acquisition, and the camera pulse train
initiates four images (16 in real experiments) to be taken during a
fixed camera exposure period. By skipping more cycles, higher
modulation frequencies can be used while keeping the camera
frame rate unchanged. The collected reference and signal data
matrix is computed by use of a lock-in amplifier or data acquisition
card shown in Fig. 23.

Despite the application of undersampling, problems still arise
when high modulation frequencies are used. They include small
timing errors and decreased resolution due to the limited camera
exposure time; therefore, image distortion will occur. To overcome
these issues, a heterodyne (HeLIC) method was introduced for
high-frequency LIC imaging through the superposition of two
modulated laser beams with a small frequency difference (the beat
frequency) and the camera measuring with a frame rate equal to
the beat frequency. The HeLIC experimental setup is the same as

FIG. 23. Experimental setup for homodyne (HoLIC) and heterodyne (HeLIC)
lock-in carrierography. Reproduced with permission from Hu et al., Sol. Energy
Mater. Sol. Cells 174, 405–411 (2018). Copyright 2018 Elsevier B.V.

FIG. 24. Schematic of oversampling (a) and undersam-
pling (b) signal processing methods. For sampling, 16
samples are taken per one cycle (waveform), and one
circle (waveform) is skipped for undersampling.
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that of HoLIC except that two laser excitations are modulated with
a small frequency difference as shown in Fig. 23. Figure 25(b) dis-
plays the image generation mechanism of HeLIC imaging: The
recorded image amplitudes carry information from the high modu-
lation frequency. Phase images cannot be obtained at the beat fre-
quency due to the proximity of the two mixed frequencies f1 and f2
(Fig. 23). HeLIC imaging requires the nonlinear combination of
two carrier density waves to create a carrier wave oscillating at the
modulation frequency difference. Experimental evidence of the
nonlinear response of CQD solar cells has been reported77,97 and a
theoretical explanation of the nonlinearity is also discussed in this
section with respect to analytical models. The physics behind the
nonlinear response must be sought in the various carrier recombi-
nation mechanisms.

Given the fact that the photoexcited exciton population has a
linear dependence on the incident photoexcitation intensity, for
HeLIC imaging, the photoexcitation laser beam is modulated at
two closely spaced angular frequencies (ω1, ω2), leading to the
generation of two CDWs with a small frequency difference Δω
(which satisfies the relation ((ω1, ω2) � Δω) mixed in a nonlinear

signal processing device, a mixer, such as a diode and a transis-
tor.99 The mixer creates a series of CDWs with new frequencies
including Δω. For CQD solar cells, the sample itself acts as a
mixer. The nonlinear coefficient γ of CQDs as a mixer can be
obtained as shown in Fig. 26(a), through fitting the experimental
DC image signal vs laser photoexcitation intensity to I∝Nγ, in
which I is the average amplitude of all image pixels and N is the
excitation laser power density. A nonlinear coefficient γ of 0.60
was extracted consistently with the requirement for a non-linear
process, γ ≠ 1, to generate a HeLIC signal.77,97

Theoretically, in HeLIC, as the laser excitation is modulated at
two frequencies with an angular frequency difference Δω, the
excess photocarrier wave can be expressed as

ΔN(x, ω) ¼ 2n0(x)þ A(x, ω1)cos[ω1t þ w(x, ω1)]

þ A(x, ω2)cos[ω2t þ w(x, ω2)], (24)

where n0(x) is the DC component of the modulated excess CDW,
A(x, ωj) is the amplitude of the cosinusoidally modulated CDW at

FIG. 25. Schematic of camera-based HeLIC imaging
using an undersampling method (a). Modulation laser fre-
quency mixing mechanism for HeLIC imaging (b).
Reproduced with permission from Hu et al., J. Phys.
Chem. C 120(26), 14416–14427 (2016). Copyright 2016
American Physical Society.
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ωj (j ¼ 1, 2) and w is the CDW phase. Equation (24) is only approximate since the PL emission response to photoexcitation intensity is a
fundamentally non-linear process with a non-linearity coefficient γ, which has been generally measured to be between 0.5 and 2. Inserting
ΔN(x, ω) in Eq. (24) into Eq. (23) and considering the fully nonlinear response, it can be shown that

S(ω) ¼ F
ðd
0
{2n0(x)þ A(x, ω1)cos[ω1t þ w1(x, ω1)] þ A(x, ω2)cos[ω2t þ w2(x, ω2)]}

γdx: (25)

Furthermore, the integrand can be expanded using the binomial theorem in the form

�
2n0(x)þ A(x, ω1) cos[ω1t þ w1(x, ω1)]þ A(x, ω2) cos[ω2t þ w2(x, ω2)]

γ

¼
Xþ1

k¼0

ϒ

k

� �Xþ1
m¼0

ϒ� κ

m

� �
[2n0(x)]

ϒ�k�m{A(x, ω1) cos[ω1t þ w1(x, ω1)]}
mA(x, ω2) cos[ω2t þ w2(x, ω2)]

�k

: (26)

Equation (25) can be further expanded using cosk (ωt) ¼ 2�k P1
m¼0

k
m

� �
ei(k�2m)ωt . As only signals modulated at the beat frequency

Δω ¼ jω2 � ω1j contribute to HeLIC, the demodulated HeLIC signal can be finally written as

S(Δω) ¼ F
Xþ1

m¼0

Xþ1
n¼0

Q2mþ2nþ1
l¼0 (γ � l)

4mþnm!(mþ 1)!n!(nþ 1)!

ðd
0

1
2
n0(x)

γ A(x, ω1)
n0(x)

	 
2mþ1 A(x, ω2)
n0(x)

	 
2nþ1

eiΔw(x)dx: (27)

In Fig. 24(b), the dependence of wideband (1–270 kHz) HeLIC
images on the laser photoexcitation power was investigated using a
fixed 1-sun average intensity of modulated spread excitation beam
while changing the DC excitation intensity, i.e., n0(x) in Eq. (27)
changed from 0.2 to 1.1 sun. It was found that the average ampli-
tude of HeLIC images decreases with increasing DC photoexcita-
tion intensity, which contrasts with its DC counterpart as shown in

Fig. 26(b). The decrease of the HeLIC signal with DC excitation is
in agreement with Eq. (27) due to the decreasing overall dependence
on n0(x): n0(x)

γ�2(mþnþ2); γ ¼ 0:6, m, n � 0. For CQD systems
with discrete energy bands induced by spatial and energy disorder,
the photogenerated excitons cannot dissociate immediately into free
charge carriers, in contrast to those generated in continuous energy
band semiconductors such as Si. Therefore, without the assistance

FIG. 26. The nonlinear dependence of DC (a) and HeLIC (b) signals on photoexcitation laser power density for our CQD solar cells with a typical structure: Au/PbS-EDT/
PbS-PbX2(AA)/ZnO/ITO. EDT: 1,2-ethanedithiol.
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of external forces including interdot coupling and material interface
effects, excitons are the dominant energy carriers in CQD systems
and act as the main radiative recombination sources.77 Based on the
dominance of exciton dynamics, it was reported that the coefficient
γ ¼ 1 for excitonic transitions while γ ¼ 0:5 for carrier recombina-
tion induced by trap- or doping-associated states.77 Hence, the
physical meaning of Eq. (27) can be interpreted as an evolution of
the well-known exponential relation between photoexcitation and
PL, I / Nγ , in the HeLIC framework. In summary, the decreased
HeLIC signal with increased DC photoexcitation intensity shown in
Eq. (27) results from three physical facts: unoccupied trap state
density increases through enhanced photon absorption-mediated
carrier ejection, increased exciton density mediated carrier recombi-
nation, and the nature of radiative PL signal collection in a hetero-
dyne mode.

Figures 27(a) and 27(b) present photos of MAPbI3-passivated
PbS thin films. The thin films were spin-coated on glass substrates
with an area of 25 × 25mm2 and stored together in a nitrogen envi-
ronment for further study. It is observed that these thin films are

visually homogeneous with few visible imperfections. From a series
of CQD thin films with different QD sizes, we have experimentally
observed that the CQD thin film color changes slightly with QD
size. This is consistent with the expected change in quantum con-
finement, which affects the optical absorption coefficient of these
quantum dots, thereby accounting for the slight color difference
between Figs. 27(a) and 27(b). In contrast, homodyne and hetero-
dyne LIC images shown in Figs. 27(c)–27(f) illustrate significant
degrees of inhomogeneity. The physical origins of the LIC spatial
contrast are due to the free photocarrier density diffusion-wave dis-
tributions, which depend on charge carrier transport parameters,
mainly the effective exciton lifetime as well as the hopping diffusiv-
ity, de-trapping time, and trap state density. Specifically, large
amplitudes and phase lags correspond to high photocarrier density,
a result of long local carrier lifetimes; however, for regions associ-
ated with mechanical damage or intrinsic material defects, the
lower amplitude is generally expected because defects lead to a sig-
nificant increase of nonradiative recombination rates resulting in a
reduction of carrier lifetimes. Comparison between regions 2 and 3

FIG. 27. Photos of MAPbI3-PbS thin films: (a) sample A and (b) sample B. 1 kHz homodyne LIC amplitude images of MAPbI3-PbS thin films: (c) sample A and (d)
sample B. 20 kHz heterodyne LIC amplitude images of MAPbI3-PbS thin films: (e) sample A and (f ) sample B. Note the very different signal strength scales associated
with the two samples. Reproduced with permission from Hu et al., J. Phys. Chem. C 120(26), 14416–14427 (2016). Copyright 2016 American Physical Society.

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 129, 091101 (2021); doi: 10.1063/5.0029440 129, 091101-26

Published under license by AIP Publishing.

https://aip.scitation.org/journal/jap


in Fig. 27(d) provides a direct example of the LIC image contrast
arising from different photocarrier diffusion-wave distributions,
with region 3 being indicative of longer carrier lifetimes. This may
be due to different spin-coating and ligand passivation processes or
unexpected surface chemical reactions upon exposure to ambient
air. Regarding mechanical-damage-induced defects, as shown in
Fig. 27(f ), the area of a scratched letter B on the front surface of
sample B exhibits lower PCR amplitude values compared with its
neighboring regions. This is attributed to the damage-induced
lower photocarrier density diffusion-wave, leading to the enhanced
probability of nonradiative recombination into defect states and
thus shorter lifetimes. It should be noted that the scratch was pro-
duced after the homodyne image of sample B was obtained and
shown in Fig. 27(d). For both A and B, homodyne and heterodyne
LIC amplitude images show prominent inhomogeneities in the
charge carrier density distributions.

III. CONCLUSIONS

CQD solar cells are very promising if they can finally be
solution-processed on various substrates, such as window glasses.
Although the current power conversion efficiency is as high as 16.5%,
this is still insufficient for commercial applications, especially when
considering the many engineering issues that researchers are trying to
solve nowadays. Therefore, to improve the performance of CQD solar
cells, the understanding of the basic principles behind them and the
methodologies to characterize them have been touched on in this
tutorial. The measurements of CQD solar cell electrical parameters
including carrier lifetime, diffusion length, diffusivity, mobility, drift
length, trap state density, and doping density are of great interest.
These parameters can be measured using the various characterization
techniques as reviewed here: SCCD/OCVD, PCD, dc PL, and time-
resolved TRPL, PTR, PCR, and HoLIC/HeLIC. As photovoltaic char-
acterization techniques are moving from contact to non-contact,
from steady-state to dynamic, and from small-spot testing to large-
area imaging, dynamic HeLIC imaging has been developed to obtain
the above-mentioned parameters through frequency-scanned
imaging. HeLIC overcomes the limitations of low frame rate and long
exposure time even for state-of-the-art NIR cameras. HeLIC has
achieved ultrahigh-frequency (∼270 kHz) imaging of CQD solar cells
through heterodyne principles and excess carrier-diffusion-wave
modeling. High-frequency images lead to carrier transport parameter
imaging, which is essential for CQD solar cell optoelectronic homo-
geneity and quality assessment, fundamental physical carrier trans-
port studies, and a deeper understanding of the role of CQD/contact
interfaces in limiting solar efficiency.
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