
Journal of Luminescence 236 (2021) 118075

Available online 26 March 2021
0022-2313/© 2021 Elsevier B.V. All rights reserved.

Fully nonlinear photocarrier radiometry / modulated photoluminescence 
dynamics in semiconductors: Theory and applications to quantitative 
deconvolution of multiplexed photocarrier density wave interference and 
recombination processes 

Qiming Sun a,b, Alexander Melnikov b, Andreas Mandelis a,b,*, Yaqin Song b,c 

a School of Optoelectronic Science and Engineering, University of Electronic Science and Technology of China, Chengdu, 610054, China 
b Center for Advanced Diffusion-Wave and Photoacoustic Technologies, University of Toronto, Toronto, M5S 3G8, Canada 
c School of Aerospace, Xi’an Jiaotong University, Xi’an, 710049, China   

A R T I C L E  I N F O   

Keywords: 
Modulated photoluminescence 
Photocarrier radiometry 
Lifetime metrology 
Nonlinear dynamics 
Physical lifetime resolution 
Homodyne and heterodyne detection 

A B S T R A C T   

Semiconductor characterization techniques based on modulated photoluminescence (PL) combine the general 
advantages of PL metrology with the superior quality benefits of modulated signal generation and lock-in 
detection. The exciting field of camera-based PL imaging has recently emerged and is proving to be very 
promising for in-line spatially resolved and globally integrated monitoring of dynamic electronic properties of 
semiconductor materials and devices during various fabrication and manufacturing stages. Yet, the multiple 
nonlinearities involved in dynamic PL and their behavior under modulated excitation have neither been 
adequately addressed theoretically nor quantitatively analyzed, resulting in either misleading interpretations of 
experimental data or leading to the popular compromise of using the physically ambiguous concept — effective 
lifetime — as the target measurement parameter, which lumps all the excess carrier de-excitation events together 
and creates persistent confusion in the comparison among different lifetime measurement techniques. By taking 
three dominant nonlinearities into account that contribute to dynamic PL responses in Si, the present investi
gation provides a fully nonlinear frequency-domain model of carrier recombination dynamics under harmoni
cally modulated excitation, based on which six intrinsic electronic parameters of a Si wafer can be resolved and 
measured simultaneously, i.e. the doping density, the two Shockley-Read-Hall time constants, the radiative 
recombination coefficient, and the two Auger recombination coefficients. The combined theoretical and exper
imental technique represents a time demultiplexing methodology which allows the deconvolution of temporally 
superposed excess carrier de-excitation processes which might otherwise remain unresolved — hidden in su
perposition — as is typically the case with conventional effective lifetime metrologies. This all-optical and non- 
contacting electronic quality control approach links substrate property optimization and key device-fabrication 
processing steps to optimized device performance through elucidating the relationship between the global 
behavior of the system/device/material and the specific controlling/limiting dynamic (opto)electronic process 
(es) behind it.   

1. Introduction 

In the modern IC and photovoltaics industry, carrier recombination 
and transport parameters such as lifetimes and diffusion lengths are 
routinely measured. While solar cell efficiency is directly related to 
photocarrier lifetimes [1], the latter play a less direct role in the per
formance of micro- and nano-electronic IC devices, yet lifetime 

measurement techniques are still universally adopted as process clean
liness monitoring at almost all stages of research, fabrication, and 
manufacturing. This is so because defect densities as low as sub-ppb 
levels in semiconductors can be easily detected via simple 
room-temperature lifetime measurements [2,3]. 

Lifetime characterization techniques based on modulated photo
luminescence (MPL) [4,5] and photocarrier radiometry (PCR) [6] 

* Corresponding author. School of Optoelectronic Science and Engineering, University of Electronic Science and Technology of China, Chengdu, 610054, China. 
E-mail address: mandelis@mie.utoronto.ca (A. Mandelis).  

Contents lists available at ScienceDirect 

Journal of Luminescence 

journal homepage: http://www.elsevier.com/locate/jlumin 

https://doi.org/10.1016/j.jlumin.2021.118075 
Received 5 October 2020; Received in revised form 19 March 2021; Accepted 22 March 2021   

mailto:mandelis@mie.utoronto.ca
www.sciencedirect.com/science/journal/00222313
https://http://www.elsevier.com/locate/jlumin
https://doi.org/10.1016/j.jlumin.2021.118075
https://doi.org/10.1016/j.jlumin.2021.118075
https://doi.org/10.1016/j.jlumin.2021.118075
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jlumin.2021.118075&domain=pdf


Journal of Luminescence 236 (2021) 118075

2

combine the general advantages of PL-based methods, such as all-optical 
detection and defect sensitivity, with the benefits of lock-in detection 
which includes superior signal-to-noise ratio (SNR) and stand-alone 
quantitative (calibration free) capability via phase-sensitive analysis in 
the frequency domain [5–7]. In the past two decades, PCR emerged as 
the result of re-casting the PL effect in terms of photocarrier density 
non-equilibrium thermodynamics which encompasses radiative and 
non-radiative recombination processes in the limit of non-equilibrium 
photocarrier rate process kinetics. PCR designation has thus been spe
cifically associated with the purely intrinsic radiative emission compo
nent of the photocarrier de-excitation physics [6] to the exclusion of 
other recombination processes that contribute indirectly to the overall 
PL emission dynamics. Those indirect contributions are largely associ
ated with Shockley-Read-Hall (SRH) [8,9] and Auger [10,11] recombi
nation processes. Along with direct radiative recombination, they 
collectively constitute the phenomenon of PL photon emissions in 
semiconductors. In the present investigation in which strongly nonlinear 
processes mix photocarrier de-excitation pathways involving all afore
mentioned recombination processes, the notation PCR/MPL will be 
adopted throughout to indicate detection modalities involving the en
tirety of physical effects giving rise to infrared photon emission pro
cesses originating in purely radiative, SRH and Auger recombinations, as 
opposed to non-radiative recombinations which are detected by the 
PCR-complementary modality of semiconductor photothermal radiom
etry (PTR) [12]. Furthermore, the dynamic imaging term “lock-in car
rierography” (LIC) [13] and its homodyne and heterodyne derivative 
modalities are direct extensions of PCR. Those definitions will be 
retained in this report. 

Modulation-frequency-scanned PCR [6] has been shown to be 
capable of quantitatively characterizing bulk, surface, interface, junc
tion, and trap-state properties of a wide range of semiconductor mate
rials and devices [14–18]. Furthermore, with the development of 
modern near-infrared (NIR) cameras, the exciting advent of 
camera-based PL imaging [5,19,20], including the introduction of LIC 
[13], has emerged as a promising diagnostic field for fast 
spatially-resolved and globally-integrated quantitative characterization 
of large wafers and solar cells [21–28]. Despite the long-term develop
ment and the broad applications of PCR/MPL, there remains a funda
mental problem in the rigorous theoretical description and data 
processing: although identified early on as part of PCR signal generation 
[29], the multiple nonlinearities involved in carrier recombination ki
netics and how they behave under modulated excitation have not been 
adequately addressed and quantitatively analyzed [5,30]. For the con
venience of theoretical description, PL can be divided into two processes 
with three key quantities involved: from optical generation G(t) to 
excess carrier density n(t), and from excess carrier density n(t) to 
PCR/MPL signal S(t). From the signal generation point of view, neither 
process is linear: Following the work of Tolev et al. [29] in the past five 
years the second nonlinear process (from n(t) to S(t)) has been studied 
extensively [30–34] and a rigorous theoretical treatment of this 
nonlinearity has been established, while the first nonlinear process 
(from G(t) to n(t)) governed by the carrier recombination rate equation 
still lacks thorough investigation. Classic carrier recombination theories 
[8,9,35] show that neither intrinsic (radiative and Auger recombina
tion) nor extrinsic recombination processes (electron-hole pair SRH 
recombination through recombination centers) exhibit linear recombi
nation rates with respect to n(t). In other words, except for limiting 
cases, the expression n(t)/τ with a constant recombination lifetime τ is 
too simplistic to describe actual recombination rates. Much of the 
PCR/MPL literature to-date has neglected this problem probably due to 
the complicated nature of the SRH, radiative, and Auger nonlinearities 
under light intensity modulation [5,6,10,11,30]. 

A widely adopted way to bypass the nonlinearity physics has been 
the introduction of an injection-level-dependent effective lifetime τ(n). 

This quantity is the target parameter of most lifetime characterization 
techniques such as microwave photoconductance, surface photovoltage, 
and PCR/MPL, in steady-state, quasi-steady-state, modulated, or tran
sient modes. In most cases, τ is the quantity that practitioners in the field 
most often use [3,36]. Despite its popularity and simplicity, it is worth 
noting the inherent inadequacy in the concept of the effective lifetime: 
1) it lacks a rigorous mathematical definition so that different tech
niques, or the same technique operating under different modalities, may 
yield order-of-magnitude differing effective lifetimes for the same ma
terial or device [5,37–40]; and 2) it is a highly averaged (both spatially 
and temporally) parameter that lumps together intrinsic and extrinsic 
recombination, and surface and bulk recombination, thereby having to 
introduce a priori assumptions that making it difficult for scientists and 
engineers to understand and evaluate physical electronic factor(s) that 
limit device performance. 

The theoretical treatment and the experimental corroboration pre
sented in this work mainly target high quality semiconductor wafer 
typically used for industrial device fabrication. By taking SRH, radiative, 
and Auger nonlinearities into account (the three dominant recombina
tion mechanisms in c-Si) [3], the present study provides a 
frequency-domain nonlinearity analysis of the photocarrier recombi
nation dynamics involved in PCR/MPL. The theory was corroborated by 
homodyne intensity-scan experimental results, and, instead of a single 
effective lifetime value, six key electronic parameters of a c-Si wafer, i.e. 
the doping density, the two SRH time constants [8,9], the radiative 
recombination coefficient, and the two Auger recombination co
efficients, were simultaneously extracted through best fitting the theory 
to the experimental data. The results yield so-far-lacking physical in
sights into the performance of materials preparation and their impact on 
photocarrier dynamic/kinetic processes. Furthermore, the developed 
fully nonlinear theory provides a more rigorous quantitative description 
and better understanding of the signal generation mechanisms of LIC 
imaging in the heterodyne mode, also referred to as heterodyne lock-in 
carrierography (HeLIC) [13,26,31,41]. HeLIC features the use of two 
excitation laser beams modulated at two adjacent frequencies with a 
small difference (beat frequency). By virtue of the inherent PCR/MPL 
nonlinearity, the nonlinear frequency mixing results in the generation of 
a signal component at the beat frequency which carries high-frequency 
information but is slow enough for allowing millisecond to 
sub-microsecond physical processes to be accessed dynamically through 
today’s state-of-the-art, yet much slower (100-Hz), frame-rate near-in
frared (NIR) cameras. A major motivation for the present nonlinear 
photocarrier transport investigations has been the appearance of an 
unexpected abnormal HeLIC amplitude suppression (“notch”) phenom
enon sensitive to excitation intensity and modulation frequency which 
cannot be explained by previous linear PCR/MPL theories. We observed 
this phenomenon for a wide range of semiconductor materials in both 
heterodyne PCR frequency scans and HeLIC images and have been able 
to quantitatively describe it by means of the present fully nonlinear 
theory as a destructive interference among CDWs generated from 
different nonlinearity sources. The notch phenomenon, not observed in 
regular homodyne modulation modalities but only emerging in hetero
dyne excitation and detection, helps uniquely identify/deconvolve the 
various lifetimes, as heterodyne signal generation entirely relies on the 
nonlinear frequency mixing of target materials, and different sources of 
nonlinearities impart different levels of contribution to the overall 
signal, in which the feasibility and sensitive resolution of the over
lapping dynamic processes originates. Consistent with the analysis of 
homodyne PCR and LIC experiments, the application of the developed 
theory resulted in the measurement of three isolated recombination 
rates/lifetimes, thereby allowing PCR/MPL to produce spatially and 
temporally resolved quantitative optoelectronic relaxation parameters 
in time-multiplexed photocarrier de-excitation manifolds. 
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2. Theory of PCR/MPL of semiconductors 

2.1. General considerations 

Although PCR/PL-based techniques measure signals associated with 
band-to-band carrier radiative recombination-induced photon emis
sions, other recombination processes such as SRH and Auger recombi
nation also enter the PL signals through their impact on the photocarrier 
density which, taking Si as an example, is governed by the partial dif
ferential ambipolar carrier diffusion equation [2,5] and the associated 
initial and boundary conditions (assuming optical excitation commences 
at t = 0) 

∂n(x, y, z, t)
∂t

=∇⋅[D∇n(x, y, z, t)] + G(x, y, z, t) −
∑

i
Ri (1a)  

n(x, y, z, 0)= 0 (1b)  

D
∂n(x, y, z, t)

∂z

⃒
⃒
⃒
⃒

z=0
= sfn(x, y, 0, t) (1c)  

− D
∂n(x, y, z, t)

∂z

⃒
⃒
⃒
⃒

z=L
= sbn(x, y,L, t) (1d)  

where D is the ambipolar diffusion coefficient, Ri is the recombination 
rate of the ith bulk recombination mechanism, sf (sb) is the front (back) 
surface recombination velocity, and L is the wafer thickness. Equation 
(1a) is based on the charge neutrality approximation, which holds for 
relatively slow time scales, so that the drift term with the internal 
electric field created by excess electron-hole pairs is neglected. 

Equation (1a) is fundamental and appears in most semiconductor 
textbooks. It is essentially a strongly nonlinear partial differential 
equation, as D, Ri, and sf (sb) are all functions of n(x,y,z,t). Specifically, 
for c-Si, D = (n + p)DnDp/(nDn + pDp) with values ranging from the 
ambipolar diffusivity (18 cm2/s) at high-injection levels to the minority 
carrier diffusivity (36 or 12 cm2/s, depending on the doping type) at 
low-injection levels [42]. As a result, the D value is different at different 
locations of a wafer under illumination. Furthermore, considering the 
PCR/MPL case, the photocarrier density is modulated periodically with 
time, and consequently the D value also oscillates, rendering Eq. (1) very 
complicated and impossible to solve analytically. Although this study is 
pursuing a rigorous analysis of the frequency domain behavior of 
PCR/MPL, the simplification generally adopted in semiconductor carrier 
lifetime measurements has consistently used the spatially averaged 
photocarrier density n(t) instead of n(x,y,z,t) [3–5]. 

However, the limitations of the spatial-averaging approximation 
must be taken into consideration. In general, thin samples with large 
diffusivity, long effective lifetime, weak surface recombination, and 
under low-frequency excitation are ideal for the spatial-averaging 
approximation, while the opposite will cause discrepancy between 
theory and experiment, and will eventually limit the measurement 
precision of the semiconductor parameters. As to how much error will be 
caused by the spatial-averaging approximation in a specific case, a 
quantitative analysis and numerical simulations need to be carried out 
which is outside the scope of this paper. An illuminating investigation 
regarding this issue can be found in Ref. [5]. 

Based on the spatial averaging simplification, and confining the 
analysis within the three dominant recombination processes (SRH, 
radiative, and Auger), Eq. (1a) is reduced to the carrier generation/ 
recombination rate equation [3]. 

d
dt

n(t)=G(t) − RSRH − Rrad − RAuger (2)  

where G(t) should now be perceived as the spatially averaged carrier 
generation rate, and RSRH, Rrad, and RAuger denote the rates of SRH, 
radiative, and Auger recombination, respectively. The latter two 

mechanisms are inherent for all semiconductors, and they generally 
occur even for ideal materials without any lattice imperfection and 
impurities, while SRH recombination is extrinsic, caused by electronic 
states in the band gap, which manifests itself both as bulk and interface 
recombination. Therefore, surface recombination should be classified as 
SRH recombination [3]. 

All three recombination rates in Eq. (2) are nonlinear with respect to 
the excess carrier density. Without loss of generality, taking p-type c-Si 
as example and neglecting the influence of the intrinsic carrier density 
(which is reasonable for extrinsic semiconductors and for not very high 
temperatures), the three recombination rates can be written as [3,36]. 

RSRH =
n(n + p0)

(
τp + τn

)
n + τnp0

(3a)  

Rrad =Bn(n+ p0) (3b)  

RAuger =Cp(n + p0)
2n + Cn(n+ p0)n2 (3c)  

where p0 is the equilibrium majority carrier (hole) density generated by 
p-type doping and τn (τp) are the electron (hole) capture time constants 
at the defect state, respectively. They were introduced by Hall, Shockley, 
and Read and are related to thermal carrier velocities and carrier cap
ture cross sections [8,9]. B is the radiative recombination coefficient and 
Cp and Cn are the Auger recombination coefficients (Cp corresponds to 
the process of the released recombination energy of an electron-hole pair 
transferring to another free hole, while Cn refers to that transferring to 
another free electron). The impact of surface recombination on PL sig
nals is through its direct influence on the two SRH time constants τn and 
τp in Eq. (3a). 

Due to n = p (electrical neutrality), the term (n + p0) that appears 
several times in Eq. (3) should be perceived as the total hole density 
(excess plus equilibrium), while n + n0 ≈ n is the total free electron 
density, in view of the fact that in p-type c-Si n0 is much lower than all 
the other densities (n0p0 ≈ 1020 cm− 6; since p0 is from 1014–1017 cm− 3 

for usual doping levels, then n0 is very small and thus negligible). Based 
on this understanding, the physical meaning of Eqs. (3b) & (3c) is very 
clear: the radiative recombination rate should be proportional to the 
product of the total free electron and hole densities, and this is exactly 
what Eq. (3b) describes, with B being the proportionality factor. Simi
larly, the Auger recombination rate (a three-particle-involving process) 
should be proportional to the product of the total free electron and the 
total hole densities multiplied by either the total free electron density 
(the Cn Auger process) or the total hole density (the Cp Auger process). 

The SRH formula shown in Eq. (3a) is not as intuitive as the latter 
two, as it is a phonon-mediated recombination via electronic states 
within the band gap. It was founded on statistical considerations about 
carrier capturing of a deep-level defect (also referred to as recombina
tion center, distinguishing itself from shallow defect states often acting 
as carrier traps [5]) in the bandgap of a non-degenerate semiconductor. 

It is instructive to examine two limiting cases of Eq. (3) corre
sponding to low- and high-injection levels. The units of Eq. (3) are those 
of a rate [cm− 3s− 1], and it is clear that rate and lifetime are simply 
related 

τSRH =
n

RSRH
=

(
τp + τn

)
n + τnp0

n + p0
(4a)  

τrad =
n

Rrad
=

1
B(n + p0)

(4b)  

τAuger =
n

RAuger
=

1
Cp(n + p0)

2
+ Cn(n + p0)n

(4c) 

It is worth noting that on the lhs of Eq. (4) lie the “common, effective, 
and varying” lifetimes found in much of the literature, while on the rhs 
are the inherent parameters of the material under investigation. The 
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parameters on the rhs are the target parameters to be determined in this 
work, while those on the lhs are only used in this study for a phenom
enological interpretation of specific kinetic processes. For low-level- 
injection cases where n << p0, Eq. (4) reduce to 

τSRH̅̅̅̅→
n<<p0 τn (5a)  

τrad̅̅̅̅→
n<<p0 1

Bp0
(5b)  

τAuger̅̅̅̅→
n<<p0 1

Cpp2
0

(5c)  

which means that in the low-injection limit, all three lifetimes are 
constant, and consequently Eq. (2) can be simplified to a linear ordinary 
differential equation, i.e., the excess carrier density is linear with the 
generation rate 

d
dt

n(t)=G(t) −
n(t)

τ , n(t) << p0 (6)  

where τ − 1 = τn
− 1+Bp0+Cpp0

2 is the reciprocal of the effective lifetime 
which lumps the three separated lifetimes together. 

2.2. For high-injection levels where n » p0, we obtain 

τSRH̅̅̅̅→
n>>p0 τp + τn (7a)  

τrad̅̅̅̅→
n>>p0 1

Bn
(7b)  

τAuger̅̅̅̅→
n>>p0 1

(
Cp + Cn

)
n2

≡
1

Can2 (7c)  

where Ca = Cp + Cn is often called the ambipolar Auger coefficient [3]. It 
is seen from Eq. (7a) that the SRH lifetime is constant again at high 
injection levels, while the latter two lifetimes become dependent on the 
excess carrier density, an indication of a nonlinear correlation between 
the excess carrier density and the recombination rate, and subsequently 
between the excess carrier density and the generation rate. For 
intermediate-injection conditions, all three lifetimes are not constant, 
and therefore the fully nonlinear rate equation must be solved. 
Substituting Eq. (3) into Eq. (2) yields 

dn
dt

=G −
n(n + p0)

(
τp + τn

)
n + τnp0

− Bn(n+ p0) − Cp(n + p0)
2n − Cn(n+ p0)n2

(8) 

Equation (8) will be solved and analyzed in what follows. It is worth 
noting that a similar equation proposed by Guidotti et al. [10]. 

dn
dt

=G −
n
τ − Bn2 − Cn3 (9)  

is not rigorous; it holds only under high-injection conditions n » p0: by 
using the limits shown in Eq. (7), Eq. (8) can be simplified to Eq. (9). 

2.3. Frequency-domain theory of homodyne PCR/MPL 

PCR/MPL in the homodyne mode uses a harmonically modulated 
laser to excite electronic materials, which is in fact the conventional 
form of PCR/MPL [5,6]. The term “homodyne” is added here in order to 
distinguish itself from the newly developed HeLIC imaging modality 
where two modulated lasers with a fixed frequency difference are used 
[13,26,31]. For the case of homodyne excitation, laser power is modu
lated around a mean value. Conventionally, the laser power is fully 

modulated from 0 to a maximum. Recently, a “ripple” excitation mode 
featuring small modulation depth compared to the dc level was intro
duced to bypass the complicated “modulated lifetime” problem, so as to 
simplify theoretical interpretation and guarantee measurement 
self-consistency [30]. Although in this study the “modulated lifetime” 
will be rigorously investigated without relying on the ripple mode to 
bypass this problem, the ripple mode excitation was also implemented in 
our experiments along with the full modulation excitation in order to 
acquire more experimental information and deeper understanding of the 
effects of nonlinearities. 

The generation rate in the homodyne mode can be written as 
⎧
⎪⎪⎨

⎪⎪⎩

G(t) = G0(1 + γ cos ωt) = G0

(

1 +
1
2

γeiωt +
1
2

γe− iωt
)

G0 ≡
I0(1 − R)

hνL

(10) 

Here, I0 is the average laser intensity, R is the optical reflectivity of 
the wafer surface against the excitation laser, hν is the incident photon 
energy, ω = 2πf is the angular modulation frequency, and γ is the 
amplitude modulation depth factor ranging from 0 to 1 (γ = 1 is the 
conventional full modulation and γ = 0 means pure dc excitation). 

For simplicity, complex notation is adopted in Eq. (10) and will be 
maintained henceforth. It is seen that for γ = 1, the amplitude of the ω 
component in complex notation is half that of the dc component, due to 
the existence of the negative frequency counterpart. In cases of 
nonlinear problems, it is indispensable to write out all the negative 
frequency terms. 

To solve Eq. (8) with the generation rate defined by Eq. (10), one can 
first reshape Eq. (8) into the standard multinomial form through 
multiplying each term in Eq. (8) by the denominator of the SRH 
recombination term, which yields 

[(
τp + τn

)
n+ τnp0

] dn
dt

=
[(

τp + τn
)
n+ τnp0

]
G − A1n − A2n2 − A3n3 − A4n4

(11)  

with 

A1 =
(
1+Bp0τn +Cpp2

0τn
)
p0 (12a)  

A2 = 1 + Bp0
(
τp + 2τn

)
+ Cpp2

0

(
τp + 3τn

)
+ Cnp2

0τn (12b)  

A3 =B
(
τp + τn

)
+ Cnp0

(
τp + 2τn

)
+ Cpp0

(
2τp + 3τn

)
(12c)  

A4 =
(
Cp +Cn

)(
τp + τn

)
(12d) 

Due to the nonlinear nature of Eq. (11), infinitely many frequency 
components of the carrier density waves will be generated through 
nonlinear mixing processes even under single-frequency excitation 
expressed by Eq. (10). As a result, one can assume the solution of Eq. 
(11) in the frequency-domain to be in the form of a complex Fourier 
series 

n(t)=
∑+∞

k=− ∞
nkeikωt (13)  

where nk is the complex amplitude of the kth harmonic. In the theory of 
complex Fourier expansion of a real function (optical modulation signal 
is a real function, and so as the carrier density), the negative frequency 
term is the complex conjugate of the positive counterpart, which means 
that their amplitudes are the same and their phases have the opposite 
signs. 

Inserting Equation (13) into Eq. (11) and writing explicitly the time- 
derivative term results in the following multi-frequency equation  
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where, for the summation representation of G(t), there are only three 
terms for the homodyne case, as shown in Eq. (10). Each frequency 
component in Eq. (14) must be balanced on both sides of the equal sign. 
The contributions of the linear, square, cubic, and quartic terms to the 
eikωt components of Eq. (14) are 

eikωt
: ​

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

A1nk

A2

∑+∞

m=− ∞
nmnk− m

A3

∑+∞

m=− ∞

∑+∞

l=− ∞
nmnlnk− m− l

A4

∑+∞

m=− ∞

∑+∞

l=− ∞

∑+∞

j=− ∞
nmnlnjnk− m− l− j

(15) 

The product of dn/dt and n(t), and the product of G(t) and n(t) 
appearing in Eq. (14) can be treated in the same manner as that of the 
square term in Eq. (15). 

Expressions (15) are essentially in the form of convolution: on 
treating the square term as the product of two functions, the convolution 
theorem states that the Fourier transform of the product of two functions 
in the time domain is equal to the convolution of their frequency spectra. 

Based on the above analysis, the eikωt component of Eq. (14) can be 
written as 

0 = (Gk − ikωnk)

[

τnp0 +
(
τp + τn

) ∑+∞

m=− ∞
nk− m

]

− A1nk − A2

∑+∞

m=− ∞
nmnk− m

− A3

∑+∞

m=− ∞

∑+∞

l=− ∞
nmnlnk− m− l − A4

∑+∞

m=− ∞

∑+∞

l=− ∞

∑+∞

j=− ∞
nmnlnjnk− m− l− j

(16)  

where Gk = 0 for |k| > 1. 
From Eq. (16) one can see that not only nk, but also the CDW complex 

amplitudes at all other frequency components, enter the eikωt 

component-associated algebraic equation which is a consequence of 
nonlinearity-induced coupling among different frequency components. 
Therefore, to obtain a sufficiently accurate expression for a CDW com
plex amplitude nk, one must solve the infinite system of coupled alge
braic equation (16) for all k, with the highest power being four. 

In practice, the infinite system of equations must be truncated. Since 
for homodyne excitation the generation rate G(t), acting as the driving 
force of the system of equations, only has the dc and the fundamental 
frequency components, the strength of higher harmonics decays rapidly 
with respect to k. As to how fast it decays, it will depend on specific 
parameters chosen in the calculation. Assuming a truncated order kmax 
corresponds to an acceptable numerical tolerance, the infinite system of 
equations is reduced to 2kmax+1 (from –kmax to kmax). Recall that n–k is 
the complex conjugate of nk, so actually one only needs to simulta
neously solve kmax+1 complex-valued equations numerically. The error 
caused by a certain truncated order depends on the specific electronic 
parameters, the excitation intensity, and the modulation frequency. 

It can be seen from Fig. 1 that besides the dc and the fundamental 
components, higher harmonics exist, due to the nonlinear nature of Eq. 
(16). Frequency components other than integer multiples of the funda
mental frequency have, and should have, zero amplitude, as they don’t 
exist in the spectrum of n(t). The 10th harmonic has an amplitude four- 
orders-of-magnitude lower than that of the dc component at 100 Hz 
(Fig. 1b), and even much lower at 1 kHz, Fig. 1c, which is already below 
the numerical noise level. The fact that the amplitude of carrier density 
waves decreases at high modulation frequencies is clearly illustrated in 
Fig. 1a, while the dc component at 1 kHz shown in Fig. 1c doesn’t 
change significantly compared to that at 100 Hz shown in Fig. 1b. 
Another important feature in Fig. 1c is that the amplitude decay as a 
function of harmonic order is faster than that in Fig. 1b: for instance, the 
amplitude of the second harmonic for 1 kHz is two orders of magnitude 
smaller than that of the dc component, while for 100 Hz it is only one 
order of magnitude smaller, indicating that the nonlinearity at high 
frequencies is weaker than that at low frequencies. This is easily un
derstood: the generation and strength of CDWs corresponding to higher 
harmonics entirely rely on the nonlinearity originating in the injection- 
level dependent lifetimes described by Eq. (4). At high frequencies, the 
CDW amplitude is small, which means that the carrier density and the 
corresponding carrier lifetimes are modulated within a narrow range, 
while at low frequencies, the carrier density is modulated within a suf
ficiently wide range, thereby resulting in much stronger nonlinearity- 
related effects which manifest themselves as stronger higher harmonics. 

With n(t) determined, the time-domain PL signal can be expressed as 
[43]. 

Fig. 1. Solutions of Eq. (16) under 0.5-W/cm2 808-nm fully-modulated homodyne excitation at 100 Hz and 1 kHz. (a) The time-domain excitation waveform (in 
blue) and the generated carrier density wave n(t) at the two modulation frequencies (in red); (b) the amplitude spectrum of n(t;ω) at 100 Hz excitation; (c) the 
amplitude spectrum of n(t) at 1 kHz excitation. The parameter values used in the simulation are: L = 290 μm, p0 = 3 × 1015 cm− 3, τp = 1 ms, τn = 5 ms, B = 4.73 ×
10− 15 cm3/s, Cp = 10− 31 cm6/s, Cn = 3.8 × 10− 30 cm6/s, and kmax = 10. 

(
∑+∞

k=− ∞
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)(
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) ∑+∞

k=− ∞
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) ∑+∞

k=− ∞
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)
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∑+∞

k=− ∞
nkeikωt
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(
∑+∞

k=− ∞
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(
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∑+∞
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S(t)∝Bn(t)[n(t)+ p0] (17) 

Here one can remove the radiative recombination coefficient B from 
Eq. (17), as it can be absorbed into the proportionality sign which takes 
into account the surface optical reflectivity of the wafer contributions to 
the signal, also including the measurement of instrumental factors such 
as the photon flux detection solid angle. Nevertheless, explicitly 
retaining B in Eq. (17) is useful for reminding that the PL signal is the 
result of radiative recombination as represented by the PCR modality. 
PCR/MPL uses lock-in detection to extract S(ω), the fundamental fre
quency component of S(t), as distinct from other frequency components 
and noise sources [6]. Based on the method of analysis described in Eq. 
(15), S(ω) can be expressed in the form of convolution of harmonic CDW 
components 

S(ω)∝B

(

p0n1 +
∑+∞

m=− ∞
nmn1− m

)

(18)  

where n1 means the fundamental frequency CDW. Equation (18) is the 
final expression for the homodyne PCR/MPL signal, with which the 
amplitude and phase channels can be calculated, and simulations/best 
data fits can be carried out by solving Eq. (18) under different excitation 
intensities and/or different modulation frequencies (see Figs. 2 and 6 as 
examples). Recall that the two goals of this work are 1) the study of the 
fully nonlinear PCR/MPL response, and 2) the frequency-domain 
(spectral) deconvolution of multiplexed optoelectronic CDW de- 
excitation processes. Therefore, a simulation of the PCR/MPL phase 
dependence on the injection level (controlled by excitation intensity), 
shown in Fig. 2, is insightful because a) the variation of lock-in phase 
with respect to excitation intensity is direct evidence of nonlinearity; 
and b) the phase dependence from low to high injection levels is 
dominated by different recombination mechanisms described in Eqs. (5) 
and (7), a fact which makes it feasible to resolve multiple lifetimes by 
virtue of spectral measurements of fundamental and higher harmonic 
CDWs. 

The most prominent feature in Fig. 2a is the J-shaped phase (the 
central part of the solid magenta curve), which is a landmark of the joint 
effect by SRH, radiative, and Auger recombination processes. Although 
the J-shaped feature has been widely studied theoretically and experi
mentally in the semiconductor characterization community [3,5,44], no 
rigorous theoretical treatment of its origin in “modulated nonlinearity” 
appears to have been reported, to the best of our knowledge. 

To gain an insight into the origins of this J-shaped phase curve, three 
more curves corresponding to the three separated recombination 
mechanisms (SRH, blue; radiative, red; and Auger, black) are also shown 

in Fig. 2. Fig. 2b shows the corresponding effective lifetimes which can 
be easily calculated from the data in Fig. 2a, using tanϕ = –ωτ, where ϕ 
is the phase [7]. Written as τ = –tan(ϕ)/ω, this formula is the most 
intuitive and common way to define the effective carrier lifetime in 
lock-in techniques. Although this work is attempting to acquire more 
semiconductor property information than a single effective lifetime 
which lumps all relaxation effects together, the benefits of the concept of 
effective lifetime are still there: 1) it is simple to understand and thus 
popular, 2) it can be relatively simply measured, helping to make an 
overall quantitative assessment of the sample under investigation; 3) it, 
or its reciprocal (in the rate dimension), can be used to interpret 
complicated phenomena in a qualitative but heuristic way. Therefore, 
the overall effective lifetime and the three separated effective lifetimes 
are used here to interpret the J-shape feature in Fig. 2 as a result of the 
competing processes of the three recombination mechanisms. It can be 
seen from Fig. 2 that the SRH lifetime ranges from 1 ms (τp) at low in
tensities to 6 ms (τp + τn) at high intensities, exactly as predicted by Eqs. 
(5) and (7). The radiative and Auger lifetimes tend to constant values at 
low intensities and are negatively correlated to intensity at high in
tensities, with the slope of the former being gentler than that of the 
latter. This is also predicted by Eqs. (5) and (7). It is well known that in 
semiconductors the overall effective lifetime is dominated by the 
shortest among multiple lifetimes [3], and this is why the magenta curve 
in Fig. 2b appears in that manner: At low intensities, the effective life
time is dominated by the low limit of the SRH lifetime (τp = 1 ms), 
thereby showing the coincidence between the magenta solid curve and 
the blue dashed curve. At high intensities the Auger lifetime prevails, 
accounting for the coincidence between the magenta solid curve and the 
black dot-dashed curve. By reversing the magenta curve in Fig. 2b, the 
J-shaped phase curve in Fig. 2a is obtained. 

Another feature worth noting in Fig. 2 is that, whether dealing with 
low or high injection levels in Si, radiative recombination always plays a 
relatively weak role compared to Auger recombination the lifetime of 
which is one-order-of-magnitude shorter than the radiative lifetime, 
owing to the fact that Si is an indirect-bandgap material [36]. This il
lustrates the point that although PL-based techniques measure radiative 
signals, those signals carry little information about the radiative 
recombination lifetime/rate. 

2.4. Frequency-domain theory of heterodyne PCR/MPL 

PCR/MPL in the heterodyne mode uses two harmonically modulated 
lasers with a frequency difference to excite free photocarriers in opto
electronic materials with the generation rate 

Fig. 2. Simulation of the dependences of (a) homodyne PCR/MPL phase at 100 Hz and (b) the related effective lifetime on excitation intensity (injection level). The 
three dashed curves with isolated recombination mechanism were obtained by omitting the other two mechanisms in Eq. (8) during the numerical calculation, while 
the solid magenta lines are the combined effects. The parameter values used in the simulation are the same as those given in the caption of Fig. 1. 
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G(t)=G0(1+cos ω1t+1+cos ω2t)=G0

[

2+
1
2
(
eiω1 t +e− iω1 t +eiω2 t +e− iω2 t)

]

(19) 

Substituting the above expression for the generation rate in Eq. (11) 
and solving the resulting coupled system of algebraic equations for each 
frequency component in a manner similar to the homodyne approach, 
infinitely many coupled CDW frequency components are generated 
although there are only two frequency components in the excitation 
signal. The difference here is that not only the integer multiples of the 
two frequencies, but also the sum/difference between the two fre
quencies and their higher harmonics are generated, due to the nonlinear 
nature of Eq. (11). As a result, one can assume the solution of Eq. (11) in 
the heterodyne mode to be in the form of a double Fourier series with 
two summation indices 

n(t)=
∑+∞

k1=− ∞

∑+∞

k2=− ∞
nk1 ,k2 ei(k1ω1+k2ω2)t (20) 

Here, n0,0 denotes the dc component of n(t) in the heterodyne mode, 
n0,1 denotes the complex amplitude of the ω2 component, and n–1,1 
means the complex amplitude of the Δω = ω2 – ω1 component (the beat 
frequency). Inserting equation (20) into Eq. (11) and writing explicitly 
the time-derivative term yields  

where there are actually five terms in the heterodyne representation Eq. 
(19) of G(t). 

Each frequency component in Eq. (21) must be balanced on both 
sides of the equal sign, and therefore in a manner similar to Eq. (16), the 
exp[i(k1ω1+k2ω2)t] component for all k1 and k2 will generate an infinite 
system of coupled algebraic equations. Again, assuming the truncated 
order kmax corresponding to an acceptable numerical tolerance, the 

infinite system of equations is reduced to kmax
2 +2kmax complex-valued 

equations (with the complex conjugate equations excluded). Further 
reduction of the number of equations to be solved can be achieved by 
considering the fact that the two excitation angular frequencies ω1 and 
ω2 in the heterodyne mode are adjacent and usually much higher than 
their difference [26,31], e.g., 1 kHz and 1.01 kHz with a 10 Hz differ
ence which is accessible to NIR cameras for HeLIC imaging. Therefore, it 
is reasonable to assume that the CDWs at 1 kHz and 1.01 kHz are 
essentially identical, i.e., n1,0 ≈ n0,1 and thus the equations for ω2 and its 
higher harmonics can be merged with those for ω1 and its respective 
harmonics. 

The time-evolution and the CDW frequency spectra in the hetero
dyne mode were simulated and are shown in Fig. 3. Compared with the 
homodyne case, Fig. 3 exhibits much more complicated features. 

In Fig. 3a, the blue curve denotes the excitation beat waveform 
which is proportional to the generation rate G(t) = G0(2+cosω1t +
cosω2t). The envelope (beat) period in Fig. 3a is 0.2 s, containing 20 
periods of the 100-Hz component and 22 periods of the 110-Hz 
component. The envelope is a reflection of the 10-Hz difference be
tween the two frequencies. The carrier density wave solution n(t) shown 
in Fig. 3a (red) seems, at first sight, similar to the excitation curve, 
however, from Fig. 3b one can see that its frequency content is much 
more complicated, due to the nonlinear nature of Eq. (8). Three 

important frequency components are highlighted as different color 
symbols, as described in the caption of Fig. 3. The most important 
component in heterodyne excitation is the Δω beat component n–1,1. In 
Fig. 3b, the amplitude of n–1,1 is less than that of the dc and the two 
fundamental components, but is on the same order of magnitude as that 
of the 2 s harmonics 2ω1 and 2ω2. This can be understood as follows: The 
generation of the dc and the two fundamental components in n(t) can be 
treated as first-order effects, because there are dc and two fundamental 

Fig. 3. Solutions of Eq. (21) under 4.5-W/cm2 808-nm 100-Hz & 110-Hz heterodyne excitation. (a) The time-evolution excitation waveform (blue) and the generated 
carrier density wave n(t) (red); (b) the amplitude spectrum of n(t), with the red circle and the black square denoting the fundamental of ω1 and ω2, respectively. The 
magenta asterisk denotes the 10-Hz beat frequency. The parameters used in the simulation are: L = 680 μm, p0 = 3 × 1014 cm− 3, τp + τn = 380 μs, B = 4.73 × 10− 15 

cm3/s, Cp + Cn = 1.85 × 10− 30 cm6/s, and kmax = 10. 

A1

∑+∞

k1=− ∞

∑+∞
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(
∑+∞

k1=− ∞

∑+∞
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nk1 ,k2 ei(k1ω1+k2ω2)t
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(
∑+∞
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∑+∞
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(
∑+∞

k1=− ∞

∑+∞
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=

(
∑+1

k1=− 1

∑+1

k2=− 1
Gk1 ,k2 ei(k1ω1+k2ω2)t −

∑+∞

k1=− ∞

∑+∞

k2=− ∞
i(k1ω1 + k2ω2)nk1 ,k2 ei(k1ω1+k2ω2)t

)

×

(
(
τp + τn

) ∑+∞

k1=− ∞

∑+∞

k2=− ∞
nk1 ,k2 ei(k1ω1+k2ω2)t + τnp0

)

(21)   
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components in the driving source term G(t). Next, the existence of the 
beat frequency and the 2 s harmonics can be regarded as second-order 
effects, results of frequency mixing operations: the self-multiplication 
of the ω1 term yields the second harmonic, and the ω1, ω2 mixing 
multiplication generates the beat term. All other frequency components 
in Fig. 3b can be classified as higher-order effects, the results of further 
self- and cross-multiplications of the fundamental modes. It is seen that 
the higher the order the lower the amplitude, a fact that shapes the 
appearance of the spectrum in Fig. 3b. Since the beat frequency and the 
2 s harmonics are second-order effects, they are expected to have similar 
amplitudes, but less than those of the dc and the two fundamental 
components. 

Heterodyne PCR/MPL uses lock-in detection with the reference fre
quency set at Δω to extract S(Δω). Inserting Eq. (20) into Eq. (17) yields 

S(t)∝ n(t)[n(t)+ p0]

=
∑+∞

k1=− ∞

∑+∞

k2=− ∞
nk1 ,k2 ei(k1ω1+k2ω2)t

(
∑+∞

k1=− ∞

∑+∞

k2=− ∞
nk1 ,k2 ei(k1ω1+k2ω2)t + p0

) (22) 

The heterodyne PCR/MPL signal at Δω extracted from the full het
erodyne frequency spectrum is 

S(Δω)∝ 2n− 1,0n0,1 +
(
2n0,0 + p0

)
n− 1,1 (23) 

There are two terms on the rhs of Eq. (23): The first term is at the beat 
frequency ω2–ω1; the second term is also at the beat frequency because 
the beat component n–1,1 multiplies dc terms (both n0,0 and p0) thereby 
remaining at the beat frequency. The two terms are both complex 
quantities and generate amplitude and phase signals upon lock-in 
demodulation. The sum of the two complex terms can be regarded 
mathematically as a vector summation, or physically as interference 
between two CDWs. The relative phase between the two interfering 
CDWs is very important to the resultant signal: When the phase differ
ence between the two CDWs is zero, their superposition can be regarded 
as constructive interference; and when the phase difference is 180 deg, 
the interference is destructive. If the amplitudes of the two CDWs 
happen to be close and the phase difference is 180 deg, a fully 
destructive interference will occur. 

The phase of the first term on the rhs of Eq. (23) is always close to 
zero because in the heterodyne mode the two frequencies are adjacent, 
thereby rendering the CDWs at ω1 and ω2 essentially the same, i.e., n1,0 
≈ n0,1. Therefore, n–1,0, the complex conjugate of n1,0, multiplied by n0,1 
must yield a phase difference close to zero degree. However, the phase of 
the second term n–1,1 depends on many factors such as the excitation 
intensity and the optoelectronic transport properties of the specific 
electronic material. Fig. 4 shows how the amplitude and the phase of the 
n–1,1 term change with the laser excitation intensity. 

At low injection levels where the SRH lifetime dominates (the 
monotonically increasing part of the solid magenta curve shown in 

Fig. 2b), the phase of n–1,1 is close to zero; at high injection levels where 
the Auger lifetime prevails (the monotonically decreasing part of the 
solid magenta curve shown in Fig. 2b), the phase of n–1,1 is close to 180 
deg (the same is true for radiative recombination but its influence on the 
final signals is much weaker than that of Auger recombination in Si). In 
Fig. 4b there is a phase transition at a specific intensity which manifests 
itself as a local sharp minimum value (a “notch”) in the amplitude vs. 
intensity dependence shown in Fig. 4a. This critical point is the 
recombination outcome of competition between SRH and Auger non
linearities: below that point, the generation of n–1,1 is mainly due to the 
SRH nonlinearity and the two CDWs described by Eq. (23) coexist in 
constructive interference; above the point, the generation of n–1,1 is 
dominated by the Auger mechanism and therefore the interference be
comes destructive, as n–1,1 generated by the Auger nonlinearity has a 
180-deg phase. 

3. Experimental 

A schematic of the homodyne PCR/MPL experimental system is 
shown in Fig. 5. An 808-nm fiber-coupled semiconductor laser with 18- 
W peak power was internally modulated by a function generator and 
used as the optical excitation source, with the modulation amplitude 
factor γ = 1 for the full-modulation mode and γ = 0.1 for the ripple 
excitation mode, controlled by the electrical signal from the function 
generator. The laser beam was first collimated, then spread and ho
mogenized by a diffuser to cover a 4 × 4 cm2 area on wafer samples. In 
the laser beam path between the collimator and the diffuser, an iris and 
brass grids were added so that the excitation intensity could be contin
uously changed over a wide range through adjusting the iris and adding 
brass grids (50% transmittance for each), but the intensity distribution 
(uniformity) on the sample surface was not changed by virtue of the 
diffuser. The sample temperature rise under these illumination levels 
was roughly estimated to be less than 30 ◦C, so the influence of tem
perature on the sample electronic properties was neglected. Diffuse PL 
signals from the sample were collected and collimated with two off-axis 
paraboloidal mirrors and focused onto an InGaAs detector (spectral 
detection range 900–1700 nm) with long-pass filters placed in front of it 
in order to block the excitation beam. Another InGaAs detector was used 
to monitor the relative change of the 808-nm excitation intensity by 
measuring the reflected beam from the sample front surface, while the 
absolute intensity was measured using a power meter placed at the 
position of the sample. Two lock-in amplifiers demodulated the detector 
output signals and provided amplitude and phase information. The time 
constant of both lock-in amplifiers was set at 1 s. 

The heterodyne PCR/MPL system was based on the abovementioned 
homodyne system but with some modifications: One more laser of the 
same type was added and modulated at ω2 by the same two-channel 

Fig. 4. (a) The amplitude and (b) the phase of the n–1,1 term vs. intensity, based on the solution of Eq. (21). The material parameters were the same as those used 
in Fig. 1. 
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Fig. 6. Homodyne 100-Hz PCR/MPL intensity-scan data of Sample No. 1 and the corresponding theoretical best fits using Eq. (18) and the solution of Eq. (16). (a) 
Amplitude, and (b) phase. The blue data are in the full-modulation mode, while the red data are in the ripple mode with γ = 0.1. The best-fitted parameters are the 
doping density ND = (2.60 ± 0.04) × 1015 cm− 3, τp = 1.90 ± 0.05 ms, τn = 4.0 ± 0.1 ms, B = (2.7 ± 0.4) × 10− 14 cm3/s, Cp = (1.0 ± 0.4) × 10− 31 cm6/s, and Cn =

(1.40 ± 0.03) × 10− 30 cm6/s. 

Fig. 7. Heterodyne modulation-frequency-scan data with Δf = 10 Hz of Sample No. 2 at six different intensities and the corresponding theoretical best fits using Eq. 
(23) and the solution of Eq. (21). (a) Heterodyne amplitude, and (b) heterodyne phase. The 100% intensity corresponds to 4.5 W/cm2. Symbols denote experimental 
data, and solid curves represent theoretical fits. Experimental data and theoretical curve at the same intensity have the same color. The best-fitted parameters are τp 
+ τn = 380 ± 0.5 μs, B = (5.05 ± 0.05) × 10− 15 cm3/s, and Ca = Cp + Cn = (1.85 ± 0.01) × 10− 30 cm6/s. The equilibrium majority carrier density during fitting was 
fixed at p0 = 3 × 1014 cm− 3. The reason that only the sums of the two SRH time constants and the two Auger coefficients can be obtained is that high-injection 
condition, Eq. (7), held throughout these measurements. 

Fig. 5. Experimental setup for homodyne PCR/MPL measurements.  
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function generator. An extra data acquisition card was used to generate 
the Δω beat frequency reference signal for the lock-in amplifier and 
extract the Δω component from PCR/MPL signals. Synchronization of 
the system was controlled by a LABVIEW program. 

Two Cz c-Si wafers were tested: sample No. 1 was n-type, 290-μm 
thick, with both surfaces passivated with a 30-nm amorphous-Si (α-Si) 
layer, and 1 Ω cm nominal resistivity provided by the manufacturer; 
sample No. 2 was p-type, 680-μm thick, with both surfaces passivated 
with thick oxides, and 20–40 Ω cm nominal resistivity also provided by 
the manufacturer. Sample No. 1 features long effective lifetime by virtue 
of the highly efficient α-Si surface passivation as well as a relatively low 
resistivity. Therefore, a broad carrier-injection range covering the two 
limits described by Eqs. (5) and (7) can be fulfilled for sample No. 1, 
based on the abovementioned experimental system. This renders the 
homodyne phase dependence of sample No. 1 on the excitation intensity 
exhibiting the J-shaped feature as already simulated and discussed in 
Fig. 2, from which the six key electronic parameters can be extracted 
uniquely, as shown in Fig. 6. Sample No. 2 was chosen because its het
erodyne frequency-scan responses under the available excitation in
tensities of the experimental system constitute a complete set of data to 
clearly illustrate the full spectrum of behavior of the notch phenomenon, 
as shown in Fig. 7. 

4. Results and discussion 

A homodyne PCR/MPL intensity-scan experiment was performed to 
corroborate the simulation shown in Fig. 2. The experimental amplitude 
and phase dependencies on the excitation intensity and the corre
sponding theoretical best fits using Eq. (18) and the solution of Eq. (16) 
are shown in Fig. 6. The truncated order was set at kmax = 10 for all data 
analyses. 

The variation of lock-in phase with respect to excitation intensity 
shown in Fig. 6b is direct evidence of nonlinearity. A smaller phase lag 
means a shorter effective lifetime and a faster recombination rate. The J- 
shaped phase is consistent with the theoretical prediction shown in 
Fig. 2a, which is a manifestation of the joint effects of SRH (dominating 
the low intensity region), radiative, and Auger recombination (domi
nating the high intensity region) processes. The deviation of the phase 
data between the full modulation (blue circles) and the ripple modula
tion (red squares) is another evidence of nonlinearity, as phase should be 
independent of modulation amplitude in linear systems. The x-axis label 
“intensity” in Fig. 6 should be perceived as the averaged intensity, in
dependent of full or ripple modulation. From Fig. 6a, the ripple-mode 
amplitudes are basically 10 times less than those of the full- 
modulation mode at the same intensities, as expected from setting γ 
= 0.1, while in Fig. 6b the ripple phases are consistently smaller than 
those of the full-modulation mode, an indication of shorter effective 
lifetime in the ripple mode. This is due to the fact that the excitation 
intensity range corresponding to the ripple-mode data has already 
entered into the Auger-recombination dominated regime. Consequently, 
compared to the full modulation mode where the carrier density is 
modulated from low to high, the ripple-mode carrier density is main
tained at a relatively high level. In the measurement, the ripple-mode 
intensity-scan range is not as wide as that in the full-modulation 
mode, as the 10-fold reduced signal amplitude leads to lower SNR. 

The six to-be-fitted parameters are the doping density ND (also the 
equilibrium free electron density since sample No. 1 is n-type; here ND is 
used instead of n0, the latter already being used to denote the dc 
component of the excess carrier density), the two SRH time constants τp 
and τn, the radiative recombination coefficient B, and the two Auger 
recombination coefficients Cp and Cn. The best-fitted values are shown 
in the caption of Fig. 6. The best fitting procedure was executed once for 
the whole set of data shown in Fig. 6, both amplitude and phase, and 
with both full- and ripple-modulation data; in other words, the devel
oped best-fitting program was able to simultaneously analyze the whole 
set of data under different experimental conditions, which can highly 

suppress the non-uniqueness problem often encountered in multipa
rameter fitting and thus guarantee reliability of the best-fit output. 

The best-fitted equilibrium majority carrier density value ND = 2.6 ×
1015 cm− 3 corresponds to a resistivity value of 1.8 Ω cm using the 
empirical formulas given in Ref. [3] which is consistent with the nom
inal resistivity provided by the wafer manufacturer. The best-fitted τp 
and τn values are milliseconds long, a result of high effectiveness of α-Si 
surface passivation which highly suppresses surface recombination (a 
form of SRH recombination). The best-fitted value B = 2.7 × 10− 14 

cm3/s is about 1.5 times higher than the value reported by Gerlach et al. 
[45] and 4 times higher than that reported by Trupke et al. [46]. It must 
be noted that during this multi-parameter fitting, the sensitivity of B is 
the lowest among the six parameters, because radiative recombination 
always plays a relatively weak role in Si compared to Auger recombi
nation, the lifetime of which is one-order-of-magnitude shorter than the 
radiative lifetime, as already discussed in the simulation shown in Fig. 2. 

The most cited values of the two Auger recombination coefficients of 
Si [47] are Cn = 2.8 × 10− 31 cm6/s and Cp = 0.99 × 10− 31 cm6/s. While 
the best-fitted Cp value in this work, shown in the caption of Fig. 6, is in 
excellent agreement with the most cited value, the best-fitted Cn value is 
approx. 4 times higher. However, the authors of Ref. [47] emphasized 
that their measured values hold only for the case where either the 
doping density or the injected carrier density is no less than 1018 cm− 3, 
so investigators who cited these two values may have actually mistaken 
the applicability of these results. For medium or lightly doped c-Si and 
for carrier injection levels lower than 1018 cm− 3 (the present case), a 
recent study [44] shows that, due to the effect of Coulomb-enhanced 
Auger recombination [48], the two Auger coefficients given in 
Ref. [47] must be multiplied by two parameters called the 
Coulomb-enhanced factors [44], respectively. According to Eq. (19) of 
Ref. [44] and using the equilibrium majority carrier density value 
determined in this work, the enhancement factor geeh was estimated to 
be 13.5, and the modified Cn value should be Cn = 3.8 × 10− 30 cm6/s. 
Therefore, the Cn = 1.4 × 10− 30 cm6/s value determined in this work is 
1.7 times lower than the corrected Coulomb-enhanced value. 

Next, a heterodyne PCR/MPL frequency-scan experiment at six 
different intensities was performed and the results are shown in Fig. 7. 
The x-axis label “frequency” denotes the modulation frequency of the 
first laser, f1, while the second laser was modulated at f2 = f1 + 10 Hz, 
and the amplitudes and the phases shown in Fig. 7 are lock-in 
demodulated at 10 Hz. 

The data shown in Fig. 7 illustrate the behavior of an abnormal notch 
(amplitude depression) phenomenon observed in our HePCR/MPL 
measurements. The frequency response at maximum intensity (labeled 
“100%”) shows an “ordinary” amplitude behavior and almost constant 
phases close to 180 deg. The data at 70% intensity can be regarded as the 
onset of the notch phenomenon: Although within the frequency window 
there is no amplitude depression, just a mild non-monotonic response, it 
can be inferred that the notch at this intensity may reside in a lower 
frequency range. For 60%, 55%, and 50% intensities, the notch clearly 
emerges and its frequency location shifts rapidly from 100 Hz to 600 Hz. 
This notch phenomenon has not only been observed in this sample, but 
also in HeLIC measurements of mc-Si solar cells and other semi
conductor materials and devices such as Si solar cells and CdZnTe 
compounds used for infrared focal plane array detectors. For 30% in
tensity, the notch almost disappears and its amplitude frequency 
response resumes “ordinary” behavior while its phase undergoes a 180- 
deg shift with respect to the 100% intensity response. 

The theoretical best-fitting results are also shown in Fig. 7 as solid 
curves with different colors. The developed program is capable of 
simultaneously best fitting the entire set of data shown in Fig. 7, with the 
six intensities entered as known parameters. The simultaneous fitting 
software searches for only one set of carrier recombination parameters 
which can best fit all six experimental data curves. Here, simultaneous 
fitting is necessary because among the six experimental data curves the 
only varied parameter was the laser intensity. Although some 
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semiconductor properties such as the effective carrier lifetime are 
functions of laser intensity (actually of excess carrier density), those 
introduced in Eq. (8) do not depend on experimental parameters: the 
radiative coefficient and the Auger coefficients are intrinsic properties of 
c-Si and thus should be independent of laser intensity, while the two 
SRH time constants are related to thermal carrier velocities and carrier 
capture cross sections of the recombination centers, also independent of 
laser intensity. Fig. 7 shows that the simultaneous best-fitting of the 
entire set of data at the six different intensities is good, especially in 
terms of phase. The observed heterodyne phase behavior being close to 
180 deg at 100% intensity and switching to near 0 deg at 30% intensity 
is consistent with the theory. The 70% intensity phase data constitute 
the onset of the notch phenomenon, with a small phase deviation from 
180 deg at low frequencies. For 60%, 55%, and 50% intensities, the 
phases undergo transitions from 0 to 180 deg, indicating that at low 
frequencies the first term in Eq. (23) prevails whereas high frequencies 
are dominated by the second term. 

The best-fitted parameters are given in the caption of Fig. 7. The 
reason for which only the sums of the two SRH time constants and the 
two Auger coefficients can be obtained is that sample No. 2 is a high- 
resistivity wafer compared to sample No. 1, and its equilibrium major
ity carrier density is around p0 = 3 × 1014 cm− 3, much lower than the 
injected photocarrier density. Therefore, the high-injection condition 
described by Eq. (7) held throughout this measurement. The sum of the 
two SRH time constants τp + τn = 380 μs is approximately one-order-of 
magnitude shorter than that of sample No. 1, due to the less efficient 
surface passivation of the thick oxide than the α-Si [30]. The radiative 
recombination coefficient value B = 5.05 × 10− 15 cm3/s is less than that 
of sample No. 1, but is very close to the value B = 4.73 × 10− 15 cm3/s 
reported by Trupke et al. [46]. The measured ambipolar Auger coeffi
cient value Ca = 1.85 × 10− 30 cm6/s for sample No. 2 is very close to that 
of sample No. 1. In principle, unlike the SRH lifetime which generally 
differs among different c-Si samples, the radiative and Auger recombi
nation coefficients do not vary significantly for lightly doped c-Si, due to 
the fact that these two recombination processes are intrinsic in contrast 
to the extrinsic nature of SRH recombination. 

Fig. 7a shows that the notch center positions of the theoretical curves 
are in excellent agreement with the experimental results, however, the 
amplitude best fits at high frequencies are inadequate as the theoretical 
predictions decrease faster than the experiments. This might be due to 
some inherent features of the theory: Equation (8) is a rate equation 
which doesn’t take carrier diffusion into account. As already discussed 
in Section 2, the carrier density n(t) in Eq. (8) should be perceived as a 
spatially-averaged (especially depth averaged) carrier density. In view 
of the strongly nonlinear nature of the problem, this spatial averaging 
may cause the rate theory to diverge from experimental behavior, 
especially for thick samples and/or high frequencies where the ac carrier 
diffusion length becomes shorter and the spatial inhomogeneity of the 
carrier density distribution due to diffusion along the depth becomes 
considerable. To rigorously address this problem, one needs to solve the 
initial- and boundary-value problem of Eq. (1) instead of Eq. (8). 
However, given the much more complicated mathematical structure of 
Eq. (1a) and in view of the excellent prediction of the notch positions in 
Fig. 7, this theoretical improvement will be left for a future study. 

The uncertainties of the determined parameter values of the two 
samples are also shown in the captions of Figs. 6 and 7. The way to 
estimate the uncertainties is as follows. First, the following two quan
tities need to be calculated and compared 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

X1 =
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j

√
√
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(24)  

where N is the number of experimental data used in a best-fitting, yth is 
the theoretical best-fitted value (amplitude or phase), yexp is the 
measured experimental data value, and σ is the corresponding standard 
deviation of the measurement. Each datum was measured 9 times in our 
experiments, with yexp

j being the mean value and σj the corresponding 
standard deviation, manifesting itself as an errorbar associated with 
each data symbol in Fig. 6. It is clear that X1 is the deviation between 
theory and experiment (the fitting used a least-square algorithm) and 
thus is a quantization of the quality of the best-fitting, while X2 is a 
quantization of the quality (uncertainty) of the experimental data. 

The case X1 < X2 means that the deviation between theory and 
experiment is already within the uncertainty of the experimental data, 
and so, there is no need to further seek “better” parameter values to 
improve the fitting quality. Sample No. 1 belongs to this case: the X1 
value corresponding to the best-fitted theoretical curves shown in Fig. 6 
is about 1.5 times smaller than X2. Therefore, to estimate the un
certainties of the determined six parameter values of sample No. 1, we 
intentionally made the six parameters deviating from their best-fitted 
values, respectively, which surely resulted in larger X1. Using X2 as a 
criterion, when X1 ≈ X2, we treated the deviation of a specific parameter 
as the uncertainty of the parameter in this measurement. 

On the other hand, the case X1 > X2 means the fitting is insufficient. 
This may be caused by either the best parameter values have not yet 
found, or there is inherent discrepancy between the theoretical model 
and the measured data. Sample No. 2 belongs to this case: the X1 value 
corresponding to the best-fitted theoretical curves shown in Fig. 7 is 
about 4 times larger than X2. By further seeking other parameter values, 
there was no considerable improvement found. As discussed above, this 
can be attributed to the insufficiency of the current model due to the 
spatial averaging treatment. Therefore, to estimate the uncertainties of 
the determined parameter values of sample No. 2, we used the minimum 
numerical steps of parameter values in the best-fitting procedure as the 
uncertainties of this measurement. 

Based on the results shown in Fig. 7, the injected carrier densities at 
the six intensities were further calculated. It was found that under het
erodyne excitation, the injected carrier density is modulated in a rather 
complicated manner. Fig. 8 presents the dc levels of the n(t) distributions 
at the same frequencies and intensities shown in Fig. 7 that produce 
rough estimates of the dc levels of the injected CDWs. In Fig. 8 it is 
observed, even for a single intensity, that the dc levels of the CDWs n(t) 
are not constant, but exhibit variations on the order of 1016 cm− 3. The 
fact that the dc carrier density levels are a function of modulation 

Fig. 8. The calculated dc levels of the CDWs at the same frequencies and in
tensities as shown in Fig. 7. The calculation was based on the extracted pa
rameters shown in the caption of Fig. 7. 
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frequency is a natural consequence of the nonlinear frequency mixing 
and a result of the different CDW modulation depths. 

Based on the carrier density information shown in Fig. 8, the three 
extracted fundamental parameters can be transformed into the form of 
“multiple lifetimes” in order to gain an insight into the advantage of the 
heterodyne PCR/MPL methodology’s capability to deconvolute multi
plexed optoelectronic relaxation processes. The reason that the hetero
dyne notch helps resolve the multiple parameters more reliably is that 
the frequency response curves with a notch exhibit more specific fea
tures in both amplitude and phase channels than those without. The 
features originate in destructive interference among the carrier density 
waves generated by the different recombination mechanisms, as 
described in Fig. 4 and the associated text, a physical effect which brings 
high sensitivity to the resolution of the parameters corresponding to the 
different recombination mechanisms. The outcomes are shown in 
Table 1. 

In view of the fact that the aforementioned three recombination 
mechanisms were used to interpret the data, three lifetimes were iden
tified, i.e., the SRH, radiative and Auger lifetime. The extracted SRH 
lifetime value, τp + τn, shown in the caption of Fig. 7 is constant among 
the six-intensity data, as the high-injection conditions, Eq. (7), were 
dominant throughout the experiments. From Equation (7) it can be seen 
that at high injection levels, the radiative and the Auger lifetimes are 
negatively correlated with the injected CDW. Based on the results shown 
in Fig. 8, the average of each dc level was used to estimate the corre
sponding radiative and Auger lifetimes, as shown in Table 1. The last 
row of Table 1 is the effective lifetime which lumps all the recombina
tion mechanisms together. The effective lifetime is the parameter that 
most other lifetime techniques can provide, however, the analytical 
method developed in this work can further deconvolute the lifetimes 
corresponding to various operating physical mechanisms, a fact which 
paves the way for allowing semiconductor optoelectronic materials 
scientists and device developers to evaluate limiting factor(s) detri
mental to photocarrier transport properties, thereby linking substrate 
property optimization and device fabrication process details toward 
optimal device performance. 

5. Conclusions and outlook 

This study developed an analytical method which can be used for 
describing nonlinear photocarrier recombination dynamics in semi
conductors, with a specific example focus on c-Si, and for investigating 
the frequency response of nonlinear systems under harmonic excitation 
in general, both in homodyne and heterodyne PCR/MPL modes. Two 
carefully selected sets of PCR/MPL experimental data exhibiting newly 
observed modulation-frequency induced phenomena, a homodyne 
intensity-scan response with J-shaped phase and a heterodyne 
frequency-scan response with an amplitude depression (“notch”) and a 
180-degree phase transition, were used to corroborate, and be inter
preted by, the developed nonlinear rate theory. Homodyne intensity- 
scan experimental results corroborated the theoretical predictions, and 
six key electronic parameters of a c-Si wafer, i.e. the doping density, the 
two Shockley-Read-Hall time constants, the radiative recombination 
coefficient, and the two Auger recombination coefficients, were simul
taneously extracted through best fitting the theory to the experimental 

data. Overall, theory and experiment showed very good agreement, 
highlighted by the accurate prediction of the center frequency location 
of heterodyne amplitude notches and the derivation of best-fitted 
parameter values consistent with literature reports. An observed devi
ation of the heterodyne amplitudes between theory and experiment at 
high frequencies was analyzed and its potential origins in terms of the 
absence of diffusion from the CDW processes was discussed. 

Furthermore, the abnormal notch phenomenon was successfully 
described by the developed theory quantitatively and was interpreted as 
the result of destructive interference between carrier-density waves 
generated from different sources of nonlinearity. On one hand, this study 
can provide a deeper understanding of the complicated nonlinear carrier 
dynamics in semiconductors through PCR/MPL measurements. On the 
other hand, it establishes the foundations of nonlinear Fourier analysis 
for camera-based homodyne and heterodyne LIC-based imaging tech
niques to achieve spatially and temporally resolved quantitative 
deconvolution of optoelectronic relaxation processes in time- 
multiplexed systems. 

The experimental and theoretical methods proposed in this manu
script can be extended to the characterization of other semiconductors 
including direct-band materials. Experimentally, excitation lasers 
emitting at different wavelengths are needed for different direct-band 
materials in order to generate excess photocarriers. At the same time, 
photodetector(s) with appropriate spectral responses are needed for 
luminescence detection, equipped with appropriate optical filter(s) 
placed in front of the detector to eliminate the excitation beam while 
letting PL signals pass. Experimentally, a wide range of modulation 
frequencies must be accessible in view of the fact that the carrier 
recombination lifetimes in direct-band materials are usually on the 
order of sub-μs, and this may be a technical challenge for today’s lasers 
in terms of both large modulation bandwidth and high power (required 
for spreading the beam for imaging purposes). These are the kinds of 
changes required for addressing other types of semiconductors but they 
are not limitations of the methodology itself. Theoretically, due to the 
fact that the time scale under investigation is much shorter for the case 
of direct-band semiconductors, caution needs to be paid to the simpli
fications employed in this manuscript, such as the charge neutrality 
approximation. However, as long as the mathematical rate equations 
corresponding to specific recombination dynamics are established (for 
example, in the presence of intra-bandgap nonlinear carrier trapping 
kinetics), the same frequency-domain theoretical treatment on the 
nonlinearities and the corresponding computational and analysis 
method can be used directly. 
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No. 1 SRH 380 μs 
No. 2 Radiative 5.74 

ms 
6.93 
ms 

7.56 
ms 

8.01 
ms 

8.42 
ms 

11.8 
ms 

No. 3 Auger 454 μs 662 
μs 
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μs 

885 
μs 

978 
μs 

1.92 
ms 

Effective Combined 156 μs 184 
μs 
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μs 
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μs 

212 
μs 

266 
μs  
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